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Abstract A design of compressive sensing (CS)-based speech signal processing (SSP) system for wearable computing device (WCD) in internet protocol television (IPTV) environment is proposed in this study. In WCD, the voice control would be an important function since the WCD is too small to provide typing device. Hence, the quality of the recorded user’s comments will determine the user experience (UX) of the interactions between the user and the WCD. For building a user-friendly entertainment environment of the IPTV, the proposed SSP system integrates the WCD to be the medium of the voice control, that is, the voice recorder of the WCD would record the background voice for further analyzing continuously, and it would waste lots of the bandwidth and power of the WCD to transmit the data to the cloud. Therefore, the proposed method is applied to compress the recorded voice for saving the transmitting bandwidth and power of the WCD via the design of an acoustic echo cancellation (AEC)-aided CS-based SSP technique. From the experimental results, the voice data can be compressed and well-recovered efficiently via the proposed CS-based SSP system.
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1 Introduction

The IPTV [1,2] services and applications have been integrated successfully which provide the unlimited enjoyment from the plentiful contents to the users. In these years, the IPTV technique has been integrated to the set-top box, smart TV, and the portable devices widely. For providing a user-friendly entertainment environment, the suitable user interface (UI) and UX of the IPTV has been studied in some researches [3,4]. These researches try to use the endpoint products to control the IPTV such as smart phone, tablet, keyboard, mouse, IP-camera, etc. However, these approaches are not comfortable and convenient since the users should hold something (e.g., smart phone, tablet, keyboard, and mouse) or be monitored (e.g., IP-camera) continuously. Finally, the users still have to select the traditional remote controller to interact with their TV, but the UX is not good. Using the controller of last century to control the modern TV is an interesting problem, and it is lamentable that the modern technologies cannot help you anything, especially in TV control.

In 2013, an innovative WCD named Google Glass (GG) is published. The device can be controlled using "voice commands", and do image recognition. With GG, the users’ behaviors are integrated with GG except they are sleeping. The users can shuttle between the real and virtual world which provides the completely new UI/UX. In our research, we connect the IPTV with WCDs (ex: GG or iWatch), and try to imagine the scenario that the IPTV’s services can be controlled by these WCDs one day. Based on this idea, we attempt to find the problems that may be happened in the future. By referring to the design of GG (http://www.google.com/glass/start/), we discovered that the GG keeps to record the background voice, and waits to “listen” the keywords “Ok, glass!”. After recognizing the keywords, the miraculous powers of GG will be triggered. However, if the scenario is happened in the indoor entertainment environment of IPTV, it may not work since the background voice of the TV shows is too load, and the user’s voice cannot be obtained by GG. Besides, the recorded background voice needs to be transmitted to the cloud continuously which wastes the bandwidth and power of GG.

For saving the bandwidth and power, the CS technique is applied [5] in this study which is a signal processing technique for acquiring and reconstructing the signal by finding the solutions of the underdetermined linear systems. The CS technique applies the sparsity of the signal in some domain, and let the signal to be determined via relatively few measurements. The CS technique is a great originality of signal processing which has been applied to many fields such as magnetic resonance imaging (MRI) [6], image processing [7], and the innovative analog to digital converter (ADC) named as analog to information converter (AIC) [8], etc.

This study is organized as follows. In section II, the brief introduction of the CS technique is given. In section III, the signal and signal model of the recorded voice in indoor IPTV environment will be formulated. In section IV, the proposed CS-based SSP system is discussed. In section V, the experimental environment is built for evaluating the proposed CS-based SSP system. In section VI, the experi-
ment results will be given and discussed. In section VII, the concluding comments are made.

2 Brief Introduction of the Compressive Sensing

The CS technique is comprised of three steps, i.e., sparse representation of the signal, random measurement of the signal, and signal reconstruction. For example, let the real signal $\mathbf{x} \in \mathbb{R}^N$ be sparse in the orthogonal basis $\Psi = \{\psi_0, \psi_1, \ldots, \psi_{N-1}\}$ represented as

$$\mathbf{x} \Psi \theta$$  \hspace{1cm} (1),

where $\mathbf{x} = [x(0), x(1), \ldots, x(N-1)]^T$, $\Psi = [\psi_0, \psi_1, \ldots, \psi_{N-1}]$ is the matrix which contains the vector of the orthogonal basis in each column, and $\theta = [\theta(0), \theta(1), \ldots, \theta(N-1)]^T$ is the vector of the coefficients for the signal $\mathbf{x}$ in $\Psi$. Note that $\theta$ is a $K$-sparse vector, that is, the number of non-zero elements $K$ is smaller than $N$, and $K$ should satisfy $K \leq N/2$. After making the sparse representation of $\mathbf{x}$ in (1), the random measurement of $\mathbf{x}$ is expressed as

$$\mathbf{y} = \Phi \mathbf{x}$$  \hspace{1cm} (2),

where $\Phi$ is a $M \times N$ measurement matrix (MM), and $\mathbf{y} = [y(0), y(1), \ldots, y(M-1)]^T$ is the measured. The measured signal can be seen as the compressed signal since $M$ is smaller than $N$. Note that the MM in (2) should fit the restricted isometry property (RIP) [5], and the compressed signal (2) can be reconstructed via the basis pursuit (BP)-based algorithm (L1-minimization) [5] or the orthogonal matching pursuit (OMP) [9]. The reconstructed signal is defined as

$$\hat{\mathbf{x}} \Psi \hat{\theta}$$  \hspace{1cm} (3),

where $\hat{\mathbf{x}}$ is the reconstructed signal, and $\hat{\theta}$ is the estimated $T$-sparse coefficients’ vector which is acquired by the reconstructing algorithms.
3 Problem Formulation and Description

In general, the WCD may keep on recording the background sound, and it will await to be voice controlled anytime. As shown in Fig. 1, the signal and system model of the recorded voice \( r(t) \) can be formed as

\[ r(t) = s(t) \ast h(t) + v(t) + w(t) = d(t) + v(t) + w(t) \]  

where \( s(t) \) is the audio source of the TV’s content, the operator \( \ast \) denotes the convolution, \( h(t) \) is the channel impulse response (CIR), \( v(t) \) is the user’s voice, \( w(t) \) is the noise term, and \( d(t) \) is the convolution of \( x(t) \) and \( h(t) \) represented as

\[ d(t) = \sum_{l=0}^{L-1} h_s(t - \tau_l) \]  

where \( L \) is the channel’s order, \( \{h_s\}_{l=0}^{L-1} \) is the path attenuation, and \( \{\tau_l\}_{l=0}^{L-1} \) is path excess delay. After sampling \( r(t) \) by the analog to digital convertor (ADC), the sampled \( r(n) \) would be transmitted to the cloud side for further analyzing which is expressed as

\[ r(n) = h s(n) + v(n) + w(n) = d(n) + v(n) + w(n) \]  

where \( n \) is the sampling index, \( h = [h(0) \ h(1) \ldots h(L-1)] \) is the sampled CIR, \( s(n) = [s(n) \ s(n-1) \ldots s(n-L+1)]^T \) is the audio source’s vector of the TV’s content which is composed of the sampled \( s(t) \), \( d(n) \) is the echo-combined term. The vector-matrix representation of \( r(n) \) is

\[ r(n) = S(n) h^T + v(n) + w(n) = d(n) + v(n) + w(n) \]
where \( r(n) = [r(n) \ r(n+1) \cdots r(n+N-1)]^T \) is the vector of the recorded voice, 
\( s(n) = [s(n)^T \ s(n+1)^T \cdots s(n+N-1)^T]^T \) is a \( N \times N \) convolution matrix of the audio source, 
\( v(n) = [v(n) \ v(n+1) \cdots v(n+N-1)]^T \) is the user’s voice, 
\( w(n) = [w(n) \ w(n+1) \cdots w(n+N-1)]^T \) is the noise vector, and 
\( d(n) = [d(0) \ d(1) \cdots d(N-1)]^T \) is the vector of the echo-combined term. For transmitting \( r(n) \) in (7) continuously to be voice recognition on the cloud, it makes the waste of the bandwidth and power of the WCD. For example, if we are lying on the sofa and enjoying the IPTV shows lazily, and the Google Glass is worn for controlling the smart TV or set-top box such as searching metadata of the video contents or providing the recommendation of the playlist. In this scenario, the voltage (life time) of the Google Glass’s battery may decrease quickly. Therefore, an efficient approach to transmit \( r(n) \) in (6) is important for the WCD.

## 4 Proposed System

For saving the bandwidth and power of the WCD to increase the transmitting efficiency, the CS technique is applied to the proposed SSP system (Fig. 2) since it can compress \( r(n) \) in (7) effectively. With fewer data, the compressed \( r(n) \) can be transmitted via lower bandwidth and shorter time, that is, the power of the WCD can be saved simultaneously. Hence, the battery life of the WCD is extended.

In Fig. 2, the overall architecture of the proposed CS-based SSP system is taken into the client and cloud site, and the proposed system will be introduced later.

![Fig. 2 Proposed CS-based SSP system](image)

![Fig. 3 Proposed CS-based SSP module](image)
4.1 Client Side

In client side, it contains a smart TV or Set-Top box for providing IPTV services, and a WCD with the proposed AEC-aided CS-based SSP module inside.

In the smart TV or Set-Top box, an application would be installed to acquire the audio source of the content. For being applied to WCD’s CS-based compressing module, the acquired audio source would be down sampled to achieve the same sampling rate as the WCD, and the down sampled audio source s(n) will be sent to the WCD’s CS-based compressing module via the intranet simultaneously.

In the WCD, the background sound r(t) in (4) would be recorded by the WCD’s microphone continuously. After sampling r(t) by ADC, the sampled background sound r(n) in (6) would be inputted to the CS-based compressing module for further processing with s(n).

In Fig. 2, the CS technique is applied to compress r(n) in (6) and (7) for increasing the transmitting efficiency. However, if the MM Φ is applied to compress r(n) directly, the convolution matrix S(n) will destroy the orthogonality of the MM Φ since each row and column are correlated. Hence, the echo-combined term or vector must be eliminated from (6) and (7), that is, the effect caused by CIR should be taken away.

In Fig. 3, the proposed CS-based compressing module has three steps inside. In step (a), the acoustic echo cancellation (AEC) method as shown in Fig. 4 is applied to eliminate the echo-combined term in (6) and (7), and achieve the estimate of the user’s voice expressed as

\[
\hat{v}(n) = r(n) - \hat{d}(n)
\]

where n is the sample index, \(\hat{d}(n)=\hat{h}(n)s_{\text{r}}(n)\) is the estimate of the echo-combined term, and \(\hat{h}(n)=[\hat{h}(0) h(1)\cdots h(D-1)]\) is the estimate of the CIR acquired by normalized least mean square (NLMS) algorithm [10] expressed as
where $D$ is tap’s length of the adaptive filter in AEC which is assumed to be longer than the channel’s order $L$, $\mu$ is step’s size, $s_v(n-1)=[s(n-1)\ s(n-2)\ \cdots s(n-D)]$ is the vector of the inputted IPTV’s audio source. Note that the IPTV’s audio source (44.1 kHz) is pre-down sampled to the same sampling rate as the WCD. For providing better user experience, the filter’s weights is hoped to be converged rapidly. Therefore, the cloud side is applied to compute the Wiener–Hopf solution [11] to be the initial weighting vector $\hat{h}(0)$ of the adaptive filter since the matrix computation is too complex to be operated in the WCD. The Wiener–Hopf solution is given as

$$\hat{h}(0) = \left[ R(n)^{-1} p(n) \right]^T$$

(10),

where $R = E[s_v(n)s_v(n)]$ is the auto-correlation matrix, and $p(n)=[s_v(n)v(n)]^T$ is the cross-correlation vector.

After removing the CIR’s effect, the estimate of $v(n)$ in (8) will be compressed via the CS technique. For applying the CS technique to compress $\hat{v}(n)$, it should be transformed to the sparse domain in the step (b) of the proposed CS-based SSP module. In Fig. 5, the $G$-points discrete cosine transform (DCT) [12] is applied to make the speech signal be sparser and acquire relatively few coefficients. According to (1), the $G$-DCT process can be represented as

$$\hat{v}(n) = \hat{v}(n-1) + \mu \hat{v}(n-1)s_v(n-1) \left\| s_v(n-1) \right\|^2$$

(9),

where $\hat{v}$ is the $i$th $G$-DCT coefficients’ vector, $\psi_v$ is defined as a $G\times G$ DCT matrix, and $v(i)=[v(G\times i)\ v(G\times i+1)\ \cdots v(G\times (i+1)-1)]^T$ is the $i$th inputted vector of the user’s voice’s estimate. Note that the most of the energy is carried out by the largest DCT coefficients [12] as shown in Fig. 6(b). For making the DCT coefficients be sparser, the DCT coefficients are sorted, and the $\lambda\%$ smaller DCT coefficients are set to zeros, that is, the number non-zeros elements is
$K = \left(1 - \lambda \times 10^{-2}\right)G \leq G/2$ \hspace{1cm} (12),

where $K$ can be seen as the order of (11), and the zero-out ratio $\lambda$ is suggested setting as 83 in [14]. The $i^{th}$ $\lambda\%$ zeroed-out DCT coefficients' vector is defined as

\begin{align*}
\mathbf{y}(i) &= \mathbf{y}(i) \Phi(i) \theta(i) \\
\mathbf{y}(i) &= \mathbf{y}(i) \Phi(i) \theta(i) \\
\mathbf{y}(i) &= \mathbf{y}(i) \Phi(i) \theta(i) \hspace{1cm} (13),
\end{align*}

where $\mathbf{y}(i) = [y(0), y(1), \ldots, y(M-1)]^T$ is the $i^{th}$ measured and compressed $G$-DCT coefficients’ vector, and $\Phi$ is a $M \times G$ matrix. Note that the MM $\Phi$ is assumed to be fitted the RIP [5], and the magnitude of $M[5]$ should satisfy
\[ M \geq CK \log \left( \frac{G}{K} \right) \]  

(14), where \( C < 1 \) is a constant which is suggested setting as 0.28 in [13], and the \( K \) is the order of \( \lambda(i) \) defined in (12). The magnitude of \( M \) can be computed by replacing \( K \) in (12), and the recomputed \( M \) is given as

\[ M \geq C \left( 1 - \lambda \times 10^{-2} \right) G \log \left( \frac{1}{1 - \lambda \times 10^{-2}} \right) \]  

(15),

As shown in Fig. 7, the \( \theta(i) \) of Fig 6(c) is compressed by the MM with the magnitude of \( M = 128 \) which satisfies \( M \geq 43 \). The compressing ratio is defined as \( \beta = \lceil G/M \rceil \). Thus, \( \beta = 4 \) in this example, that is, the transmitting power and bandwidth can be saved efficiently.

\[ \Phi \times \theta(i) = y(i) \]

Fig. 7 Example of the Compressing Procedure

4.2 Cloud Side

After the compressing procedure in (13), the compressed signal would be transmit to cloud side for further reconstruction and recognition by parallel computation. For reconstructing the compressed signal, the L1-minimization algorithm [5] is employed to solve the nondeterministic and convex optimization problem given as

\[ \hat{\theta}(y) : \min_{\theta(i)} \| J(i) \| \text{ subject to } (i) \]  

(16),

and the recovered signal can be acquired by making the inverse DCT to the estimated coefficients' vector in (16) expressed as
\[
\hat{v} = G^T \hat{\psi}(i)
\]

where \( \hat{v}(i) \) is the reconstruction of \( \hat{v}(i) \), \( G^T \) is the inverse DCT matrix. Note that each \( \hat{v}(i) \) can be reconstructed in difference machines via the parallel computing, and the recombination can be operated via the index \( i \) of each \( \hat{v}(i) \). As shown in Fig. 8, the user’s sound \( \hat{v}(i) \) of Fig. 6 (a) is recovered by L1-minimization algorithm [5] which verified that the proposed CS-based SSP system can save the transmitting power and bandwidth efficiently, and gets the well-recovered signal.

![Fig. 8 Reconstruction of \( \hat{v}(i) \)](image)

### 5 Experiment Setup

For testing the proposed CS-based SSP system under an indoor environment, we modified the MATLAB’s source code from “http://www.mathworks.com/help/dsp/examples/acoustic-echo-cancellation-aec.html” which is an experiment about the AEC technique. In this experiment, the user is making the audio teleconferencing whose speech is affected by the indoor (room) CIR as shown, and the AEC is applied to operate the echo cancellation.

As shown in Table 1, the recorded voice \( r(t) \) is sampled under the 8k Hz, where the sampled \( r(t) \) can be seem as the combination of the echo-effected TV’s audio source \( d(n) \) with the user’s voice \( v(n) \). Note that the indoor CIR for convoluting
with TV’s audio source \( s(n) \) is generated randomly in each simulation, and the sampled CIR’s length \( (L) \) is 1024.

### Table 1 Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation times</td>
<td>200</td>
</tr>
<tr>
<td>Speech sampling rate</td>
<td>8 kHz</td>
</tr>
<tr>
<td>Signal to noise ratio (SNR)</td>
<td>[0 5 10 15 20 30] dB</td>
</tr>
<tr>
<td>Channel’s order ((L))</td>
<td>1024</td>
</tr>
<tr>
<td>Tap’s length ((D)) of AEC’s NLMS filter</td>
<td>1024</td>
</tr>
<tr>
<td>NLMS adaptive filter’s step’s size ((\mu))</td>
<td>0.05</td>
</tr>
<tr>
<td>Zero-out ratio ((\lambda))</td>
<td>83</td>
</tr>
<tr>
<td>G-DCT</td>
<td>512</td>
</tr>
<tr>
<td>Magnitude of ( M ) of ( \Phi )</td>
<td>[32 43 48 64 128 256]</td>
</tr>
<tr>
<td>Type of ( \Phi )</td>
<td>Random MM</td>
</tr>
<tr>
<td>Compressing ratio ((\beta))</td>
<td>[16 12 11 8 4 2]</td>
</tr>
</tbody>
</table>

In the proposed CS-based SSP module of the WCD (Fig. 3), the tap’s length \((D)\) of AEC’s NLMS filter is 1024, and the filter’s step’s size \((\mu)\) is 0.05. In the sparser (Fig. 5), the \( G \)-DCT with \( G=512 \) is operated, and the zero-out ratio \( \lambda = 83 \). In the compressing procedure (step (c) of Fig. 3), we set different magnitude of \( M \) of MM \( \Phi \), where the setting of \( M \) should be satisfied

\[
M \geq \frac{0.28 \times (1 - 83 \times 10^{-2}) \times 512}{\log\left(1 - 83 \times 10^{-2}\right)} = 43
\]

and the tested \( M \) are [32 43 48 64 128 256] with corresponded compressing ratio \( \beta=[64 27 16 8 4 2] \), respectively. Besides, the Pearson’s correlation is applied to evaluate the performance of the proposed CS-based SSP system. The similarity or precision of the recovered user’s voice \( \hat{v}(n) \) can be known by computing the Pearson’s correlation coefficient defined as

\[
\rho(v, z) = \frac{\sum_{n=0}^{N'-1} (v(n) - \bar{v})(z(n) - \bar{z})}{\sqrt{\sum_{n=0}^{N'-1} (v(n) - \bar{v})^2} \sqrt{\sum_{n=0}^{N'-1} (z(n) - \bar{z})^2}}
\]

where \(-1 \leq \rho(v, z) \leq 1\), \( N' \) is the total number of the tested samples, \( v(n) \) is the user’s voice, and \( z(n) \) is the signal for comparing with \( v(n) \). In our experiment, the \( z(n) \) can be \( \hat{v}(n) \) in (8) and \( \tilde{v}(n) \), where \( \tilde{v}(n) \) is the recovered \( \hat{v}(n) \). Note that
\[ \bar{v} = \frac{1}{N} \sum_{n=0}^{N-1} v(n) \]  
(20)

and

\[ \bar{z} = \frac{1}{N} \sum_{n=0}^{N-1} z(n) \]  
(21)

are the averages of \( v(n) \) and \( x(n) \), respectively.

Fig. 9 Overall test of the proposed SSP system (a) \( v(n) \): user’s voice (b) \( r(n) \): recorded voice (c) \( \hat{v}(n) \): user’s voice estimated by AEC (d) \( y(i) \): compressed the zeroed-out DCT coefficients \( \theta_x(i) \) by MM \( \Phi \) (e) \( \hat{v}(n) \): user’s voice reconstructed by L1-minimization [5]
6 Experiment Results

The overall test of the proposed CS-based SSP system is given in Fig. 10 which is under $\text{SNR} = 30\text{dB}$, and the magnitude of $M = 128$. In Fig. 10(b), the user’s voice $v(n)$ (Fig. 9(a)) is mixed with the echo-combined term $d(n)$ then $d(n)$ is eliminated by AEC as shown in Fig. 9(c) for acquiring the estimate of the user’s voice $\hat{v}(n)$ in (8). In Fig. 9(d), the zeroed-out DCT coefficients $\theta_i$ is compressed by MM $\Phi$ in (13). In Fig. 9(e), the recovered user’s voice $\tilde{v}(n)$ is acquired by (16) and (17). By comparing the recovered user’s voice $\tilde{v}(n)$ in Fig. 9(e) with the user’s voice $v(n)$ in Fig. 9(a), and the result of $\tilde{v}(n)$ is similar to $v(n)$ as shown in Fig. 10.

In Fig. 11, the proposed CS-based SSP system is tested under different compressing ratios ($\beta$). By contrast with the Table 2 [16], the proposed SSP system can achieve moderately correlation ($\rho=0.4 \text{ to } 0.59$) while the compressing ratio ($\beta$) is higher than 12, and it can achieve strong correlation ($\rho=0.6 \text{ to } 0.79$) or very strong correlation ($\rho=0.8 \text{ to } 1.0$) while the compressing ratio ($\beta$) is higher than 4. Besides, the results proves that the magnitude of $M$ should be set higher than 43 computed in (18), that is, $\beta$ should higher than 12 for acquiring better results, or the correlation between the user’s voice $v(n)$ and the recovered voice $\tilde{v}(n)$ would be lower as shown in the case: $M=32$ and $\beta=16$.

![Fig. 10 Compare $v(n)$ to $\tilde{v}(n)$](image)

<table>
<thead>
<tr>
<th>Correlation’s Strength</th>
<th>Absolute Value of $\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Strong</td>
<td>0.80~1.0</td>
</tr>
<tr>
<td>Strong</td>
<td>0.60~0.79</td>
</tr>
<tr>
<td>Moderate</td>
<td>0.40~0.59</td>
</tr>
</tbody>
</table>
Weak: 0.20–0.39
Very Weak: 0.00–0.19

Fig. 11 Performance evaluation under different compressing ratios ($\beta$)

7 Conclusion

A CS-based SSP system is proposed for saving the WCD’s power and bandwidth in this study. With the AEC-aided design, the compressing procedure would not be affected by the CIR, that is, the orthogonally of MM would not be destroyed. From the experimental results, the proposed CS-based SSP system can compress and recover the speech data efficiently, and the recovered speech is highly corre-
lated with the user’s voice. Thus, the power and bandwidth of the WCD can be saved. For reducing the computational complexity, the refinements of the proposed CS-based SSP system would be studied continuously.
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