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Abstract. Quality degradation happens when Streaming video transmits over error-prone network. In this paper, a perceptual error protection model is proposed by utilizing the priority assignment schedule with FMO and ARQ. The prioritization is based on the property of human visual system and influence on the end-to-end quality. The MB coding mode, motion vector, partition size and bit-consumption are utilized for the derivation of priority from spatial and temporal domain. The local motion property and texture complexity are utilized for the derivation of perceptual saliency. The content-aware selective automatic repeat request mechanism is then realized by integrating the proposed classification method. The performance is examined under the condition of low latency and limited band width redundancy. Results of the experiment show that the proposed method outperforms former ARQ method in the objective and subjective quality of video transmission.
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1.1 Introduction

Streaming video has largely increased, and the growing market of mobile entertainment and high-quality multimedia content over web site can be expected to continue. Hybrid codec like H.264 is widely used in modern multimedia applications. Motion compensation technique is applied in most video coding schemes to compress the video data into acceptable size for the limited transmission bandwidth. Video transmission over error-prone wired and wireless channel often suffers packet losses and bit errors which degrade the video quality [1]. The loss of the slice not only causes the quality to degrade itself, but also allows the error to propagate into the following frames. To overcome these shortcomings, various tech-
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niques have been developed, which includes the error resilience methods on the source and the methods on the channel.

Past error resilience methods on the source utilize the adaptive intra refresh [2], reference picture selection [3], redundant pictures [4], and flexible macro-block ordering (FMO) [5] on frame coding picture have been proposed. Past error resilience methods on the channel includes the Forward Error Correction (FEC) mechanism or the Automation Repeat request (ARQ) mechanism. The FEC mechanism protects the video by providing additional redundant packets [6]. Parity check codes [7] are utilized by the ARQ mechanism for the checking of packets, and the lost packets will be retransmitted to the receiver when the sender fails to receive an acknowledgement from the receiver or receives a retransmission request from the receiver. The ARQ mechanism can protect video transmission by the packet retransmission [8] according to channel conditions. The adoption of content-aware error handling and protection mechanisms can be realized by providing importance estimates at the packet level.

Due to the property of video compressing mechanism and video content, especially the spatial-temporal dependencies, some media units have more influence on the quality in case of loss than others. Several techniques have been proposed to determine the expected loss-distortion of individual units or groups of media units. The simplest video data classification is the distinction between I and none-I frame [9]. Intra-coded, inter-coded and bidirectional-coded frames can be assigned with different priorities in decreasing order as just listed to perform selective retransmissions [10]. But these methods can only be utilized for the simple prioritization assignment, and finer-grained prioritization mechanism can be better for system with adaptive reliability. The expected distortion can be estimated at the pixel level [11] under the condition of close knowledge of the loss rate and assumes a Bernoulli distribution. Estimating the overall channel-distortion by simulating the complete decoder behavior for the loss of each packet individually [12] can get quite close to the actual distortion derived at the receiver side, but derivation procedure is computationally expensive and is hard to carry out in real time. A lot of researches are devoted to the content-based or region-of-interest (ROI) video coding to improve the visual quality of the moving regions, and that can also be utilized on the prioritization assignment. A preprocessing step is necessary in order to detect the moving regions in the video scenes for these algorithms, which consumes a high computation resource [13-15].

Therefore, designing a low-complexity and effective content-adaptive video protection schedule is a challenging task. A joint analyzing-coding-transmitting framework is proposed in this paper with FMO and ARQ mechanism. The priority assignment and video coding is implemented together, and that greatly decrease the computational complexity of the error resilience method. The coding procedure is performed together with FMO by gathering the MBs with close priority in one slice group.
1.2 Prioritization

The lightweight approach in this paper is denoted as texture and motion-tracked prioritization (TMP), and targets on the computational complexity limited system. The proposed TMP mainly utilized the elements in compression domain. The MBs with large spatial and temporal coordination have better error concealment quality, and then have small influence on the video quality in the decoder side. The priority of MB is related to influence on the end-to-end distortion in the decoder side when it gets lost. To achieve optimized video quality, the MBs with relatively large influence on the end-to-end quality should be labeled with higher priority. The property of the human visual system should also be taken into consideration. The prioritization of current slice can be calculated as the sum of all MBs’ prioritization, and the TMP can be demonstrated as:

\[ P_{\text{TMP}} = \sum_{i=0}^{M} \left( (1 - w) \times P_t + w \times P_M \right) \times P_v \]

where \( w \) denotes the weight factor, \( P_t \) denotes the texture priority of MB, \( P_M \) denotes the motion priority of MB and \( P_v \) denotes the attention priority of MB.

### 1.2.1 Derivation of \( P_M \)

When a slice gets lost in inter-coded frame, the error concealment method in the temporal domain is utilized. The motion vector and reference frame of MBs in the neighbor slices are utilized to find suitable region in the temporally collocated frames for the restoration of the lost slice. Although different error concealment methods have different performance, they share some common property. The areas with global motion can be efficiently concealed from the lost. The areas with local motion have less coordination with MB in the same frame. That motion is more reliable than the other factors is a significant property of human visual system [13-15]. Several motion models and estimation methods have been proposed in the literature for global motion estimation [15-16]. In [15-16], pixel level background segmentation methods were presented. However the goal of the proposed method is to be computationally efficient for target devices with low processing power. Simplified two-parameter global camera motion model under compression domain is utilized. The motion and texture information analysis of the encoded frame is performed after encoding process is finished. For the macro-blocks with smooth texture or regular edge, the motion estimation procedure is easily disturbed. The macro-blocks with complex texture can be “trusted” for the further analysis. The macro-block mask utilized is formulated as below:
where $M(i,j)$ denotes the macro-block mode, $B(i,j)$ denotes the bit consumption, $i$ and $j$ denote the coordination of macro-block. The area with global motion is abstracted from the trusted area $T(i,j)$ by analyzing the direction of motion. The MB with global motion can be calculated:

$$G(i,j) = \begin{cases} 1 & \text{if } D(i,j) = t \text{ and } \max_{0 \leq n < N} (H(i)) \\ 0 & \text{otherwise} \end{cases} \quad (1.3)$$

The coherence of local motion areas in successive frames is utilized for the decision of global motion:

$$G = \begin{cases} 2 & \text{if } N_i > (N_T - N_L) \\ 1 & \text{if } N_i < N_L \\ 0 & \text{otherwise} \end{cases} \quad (1.4)$$

where $N_i$ denotes the number of $G(i,j)$, $N_I$ denotes estimated number of local motion macro-block, $N_L$ denotes the number of $T(i,j)$. $G$ equals 1 means that there is only local motion, $G$ equals 2 means that there is global motion. Then the motion vector should be compensated for the scene with global motion:

$$\begin{bmatrix} H \\ V \end{bmatrix} = \begin{bmatrix} H_{org} \\ V_{org} \end{bmatrix} - \begin{bmatrix} H_G \\ V_G \end{bmatrix} \quad (1.5)$$

The magnitude of the motion vector difference can be utilized for the motion prioritization:

$$P_T = \sum_{j=0}^{R} \sum_{i=0}^{S} P_T(i, j) \quad (1.7)$$

Where $R$ and $S$ denotes the number of utilized reference frame and reference region in the reference frame.
1.2.2 Derivation of $P_T$

MBs is divided into 16x16, 16x8, 8x16, and 8x8 partitions, in which the latter is subdivided into four shaped sub-partitions. During the encoding procedure, the encoder decides which partition size to utilize based on the spatial and temporal complexity of the source frames. For Intra MBs, the spatial interpolation is utilized for the spatial prediction. For inter MB, the prediction within reference frame candidates will be decided, and the balance between quality and bit consumption should be made for the decision of partition size. The partition size is utilized for the classification of MB in the rate control \cite{15}. When the MB with small partition size gets lost, the error concealment method cannot well restore it. The partition size and the bit consumption can also be utilized for the derivation of priority:

$$P_T(i) = \frac{\alpha \times B(i) \times M(i)}{\sum_{j=1}^{N} B(j)}$$

(1.8)

Where B denotes the bit consumption of MB, M denotes the modes weight of the MB, and $\alpha$ denotes the normalized factor to limit the max priority to 1.

1.2.3 Derivation of $P_V$

For the derivation of the attention priority, the motion activity should be first abstracted. According to the former researches \cite{13-15}, the MB mode should also be taken into consideration. Due to the nature of animals, the motion takes the most important role in the detection of attention area. Utilizing the previous local motion derivation procedure, the attention priority can be formulated as:

$$P_v = \begin{cases} 
1 & \text{if } \left( \sqrt{H^2 + V^2} > T \text{ and referred } P_T = 1 \right) \\
0 & \text{otherwise}
\end{cases}$$

(1.9)

1.3 Performance Evaluation

1.3.1 Simulation Setup

For encoding all test sequences, the bit-streams are encoded utilizing the JM references software. Due to the requirement of real time system, the bit-streams are en-
coded before the testing model, and the parameter like motion vector is also save to file. Only the compressed bit-streams and the relative information files are utilized in the test. All test sequences considered in experiments are commonly used in scientific literature and are publicly available. These sequences are encoded utilizing closed-GOP size of 16 frames. All the block sizes from 4×4 to 16×16 are allowed for the motion estimation/compensation. In the simulation, multi-slice mode is used with random IntraMB Refresh set to 0. The proposed method is designed for the real-time application, so the latency is limited to below 200ms under the frame rate of 30. The ARQ method in [7] is utilized as comparison for the proposed ARQ method.

For decoding and concealment, the JM references software is also utilized. Again due to the requirement of real-time application, the bit-streams are not re-constructed after received, and only the parsing process are performed. The final bit-streams are saved to file and sent to the JM decoder after communication is over. The decrease in video quality caused by transmission errors is expressed in signal-to-noise ratio (PSNR) and the WPSNR [19]. Due to the length of video sequences, the average PSNR value is regarded as the final result.

The testbed of video transmission system includes a sender node, a receiving node, and a network node. The packet loss and delay of the network can be simulated by replacing the network node with software network simulator to conduct quick offline experiments. The available bandwidth is calculated as the bit-rate of bit-stream plus an additional 5%-10% of redundancy. For the condition with more redundancy and delay, many other error resilience methods can achieve better video transmission quality. From experiment results, it turned out that the results obtained by using software simulator are similar to those coming from the wired testbed. For simplification, the duration between a packet being sent and sender receiving response (RTT) is set as 4*33ms. RTO is estimated by SRTT and RTTV AR. SRTT is the exponentially-weighted moving average (EWMA) of the past RTT samples, RTTV AR is smoothed RTT standard deviation estimator [18]. The RTO is set as 4*33+4*5ms. Although the ARQ is utilized for the loss slice, there are still packets getting lost, due to the timing constraints and bandwidth limit. Under most situations, the lost packet can be restored by retransmission. Under certain situation, there are too many packets that need to be retransmitted that some of them get too late for second transmission.

### 1.3.1 Simulation results

The experiments are performed under the condition of independent loss utilizing the coastguard, Edberg, and foreman sequences. The Bernoulli model at loss rates of 5%, 10%, 15% and 20% are utilized. The bitrates of these sequences are set as 900Kbps, 1200Kbps and 500Kbps. The experimental results are illustrated in Fig.1.1. The proposed ARQ method outperforms the referred ARQ method 1.07dB in average PSNR. For these sequences, the proposed method improves the precision of ranking slices, and then improves the end-to-end quality of video
transmission.

Fig. 1.1 The experiment PSNR results of the coastguard (a), Edberg (b), and foreman (c).

The experiments are also performed to evaluate the subjective visual quality utilizing WPSNR \[^{[19]}\]. The experimental results are illustrated in Fig.1.2. Significant improvement can be achieved by using the proposed method, due to the utilizing of attention priority.

Fig. 1.2 The experiment WPSNR results of the coastguard (a), Edberg (b), and foreman (c).

### 1.4 Conclusion

In this paper, we proposed a real-time-capable technique to prioritize video packets according to their impact on the end-to-end quality. The MB coding mode, motion vector, partition size and bit-consumption are utilized for the derivation of priority from spatial and temporal domain. The property of the human visual system is also taken into consideration. Utilizing this priority assignment schedule, the adaptive send schedule in the ARQ improves the total video transmission performance under error-prone channel. Significant performance improvements could be observed in terms of PSNR. Under the condition of long delay, the FEC can be utilized together as the HARQ in the future research. The priority assignment method can be utilized for the assign of redundancy for the FEC.
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