A Modified Automatic Image Stitching Model for Textile and Garment Research Area
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Abstract. This paper presents some techniques for constructing panoramic image stitching from sequences of images captured by cameras from different angle in garment and textile research area. The image stitching representation associates a transformation matrix with each input image. In this paper, an improved SIFT(Scale Invariant Feature Transform) algorithm was used to locate the feature points in the scanned images targeting at the problem of automatically stitching of textile images which were scanned in divided pieces. RANSAC (random sample consensus) method is proposed to estimate image transformation parameters and to find a solution that has the best consensus with the data. Techniques for estimating and refining camera focal lengths are also presented. In order to reduce accumulated registration errors, global alignment (block adjustment) method is proposed for the whole sequence of images, which results in an optimally registered image stitching. A local alignment technique is also developed which warps each image based on the results of pairwise local image registrations to compensate for small amounts of motion parallax introduced by translations of the camera and other unmodeled distortions.
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1 Introduction

The automatic panoramic image stitching has an extensive research literature and several commercial applications in the fields of photogrammetry, computer vision, image processing, and computer graphics. For image mosaic applications, global registration is performed based on a variety of predefined camera motion models[1]. For applications aiming to create special effect by engrafting image objects[2], input images are initially registered by manual dragging or assuming static camera configuration. In all these situations, even a small misalignment may cause local intensity or structure in consistency and produce visual artifacts.

In the previous research literature methods for automatic image alignment and stitching fall broadly into two categories: direct[3],[4],[5],[6] and feature based[7][8][9]. Direct methods have the advantage that they use all of the available image data and hence can provide very accurate registration, but they require a close initialisation. Feature based registration does not require initialisation, but traditional feature matching methods (e.g., correlation of image patches around Harris corners [10][11] lack the invariance properties needed to enable reliable matching of arbitrary panoramic image sequences.

Some other stitching method[12][13][14] optimize a blending function that minimizes the intensity difference in the vicinity of the overlapped area in image stitching. There is, however, or structures will also be aligned. Structure misalignment causes image ghosting or blurring artifact, where a salient edge fades out as it enters the overlapped area and fades in just a few pixels away but in a shifted position. To align image features, nonparametric and patch-based techniques have been recently proposed in texture synthesis based on texture deformation[15][16]. To synthesize a natural texture image, the detected features are matched and deformed inside the overlapped texture samples. Therefore, local structure across patch boundaries can be maintained after synthesis. However, these techniques fail to handle input images with significant color or intensity inconsistency. Moreover, complex global structures and detailed patterns typical of natural images will significantly increase the ambiguity in their 2D patch matching process.

In this an optimal invariant feature based on SIFT and RANSAC method was presented for fully automatic panoramic image stitching special for fabric image stitching area. An efficient bundle adjustment implementation including global adjustment and local adjustment was also conducted in this paper. Figure1 shows the proposed automatic panoramic image stitching procedures.

2 Featuring Matching

The first step in the panoramic recognition algorithm is to extract and match SIFT features between all of the images. SIFT features are located at scale-space
maxima/minima of a difference of Gaussian function. At each feature location, a characteristic scale and orientation is established. This gives a similarity-invariant frame in which to make measurements. Although simply sampling intensity values in this frame would be similarity invariant, the invariant descriptor is actually computed by accumulating local gradients in orientation histograms. This allows edges to shift slightly without altering the descriptor vector, giving some robustness to affine change. This spatial accumulation is also important for shift invariance, since the interest point locations are typically only accurate in the 0-3 pixel range[19]. Illumination invariance is achieved by using gradients (which eliminates bias) and normalising the descriptor vector (which eliminates gain).

![Diagram of image stitching procedures]

It is clear that image stitching experiment by using traditional feature matching techniques such as correlation of image patches around Harris corners. Ordinary is not so well and (translational) correlation is not invariant under rotation, and Harris corners are not invariant to changes in scale.

Assuming that the camera rotates about its optical centre, the group of transformations the images may undergo is a special group of homographies. We parameterise each camera by a rotation vector \( \theta = [\theta_1, \theta_2, \theta_3] \) and focal length \( f \). This gives pairwise homographies \( u_i' = H'_{ij} u_j \) where

\[
H_{ij} = K_i R_i R_{jT} T K_{ij}^{-1} \tag{1}
\]

and \( u_i' \), \( u_j' \) are the homogeneous image positions ( \( u'_i = s_i [u_i, 1] \), where \( u_i \) is the 2-dimensional image position). The 4 parameter camera model is defined by
and (using the exponential representation for rotations)

\[ R_i = e^{[\theta_i]_x} = \begin{bmatrix} 0 & -\theta_{i3} & \theta_{i2} \\ \theta_{i3} & 0 & -\theta_{i1} \\ -\theta_{i2} & \theta_{i1} & 0 \end{bmatrix} \]  

(3)

3 Image Matching

At this stage the objective is to find all matching (i.e. overlapping) images. Connected sets of image matches will later become panoramas. Since each image could potentially match every other one, this problem appears at first to be quadratic in the number of images. However, it is only necessary to match each image to a small number of overlapping images in order to get a good solution for the image geometry.

From the feature matching step, we have identified images that have a large number of matches between them. We consider a constant number \( m \) images, that have the greatest number of feature matches to the current image, as potential image matches (we use \( m = 6 \)). First, we use RANSAC to select a set of inliers that are compatible with a homography between the images. Next a probabilistic model to verify the match will be applied.

3.1 Robust Homography Estimation using RANSAC

RANSAC (random sample consensus)[21] is a robust estimation procedure that uses a minimal set of randomly sampled correspondences to estimate image transformation parameters, and finds a solution that has the best consensus with the data. In the case of panoramas we select sets of \( r = 4 \) feature correspondences and compute the homography \( H \) between them using the direct linear transformation (DLT) method [20]. We repeat this with \( n = 400 \) trials and select the solution that has the maximum number of inliers (whose projections are consistent with \( H \) within a tolerance pixels).

Given the probability that a feature match is correct between a pair of matching images (the inlier probability) is \( p_i \), the probability of finding the correct transformation after \( n \) trials is

\[ p(H \text{ is correct}) = 1 - (1 - (pi)^r)^n \]  

(4)

3.2 Probabilistic Model for Image Match Verification

For each pair of potentially matching images we have a set of feature matches that are geometrically consistent (RANSAC inliers) and a set of features that are inside the area of overlap but not consistent (RANSAC outliers). The idea of our verification model is to compare the probabilities that this set of inliers/outliers was generated by
a correct image match or by a false image match.

For a given image, it denote that the total number of features in the area of overlap $n_f$ and the number of inliers $n_i$. The event that this image matches correctly/incorrectly is represented by the binary variable $m \in \{0, 1\}$. The event that the $i$th feature match $f(i) \in \{0, 1\}$ is an inlier/outlier is assumed to be independent Bernoulli, so that the total number of inliers is binomial

$$p(f(i) = 1 | m = 1) = B(n_i; n_f, p_1)$$

$$p(f(i) = 0 | m = 0) = B(n_i; n_f, p_0)$$

where $p_1$ is the probability a feature is an inlier given a correct image match, and $p_0$ is the probability a feature is an inlier given a false image match. The set of feature match variables $\{f(i), i = 1, 2, \ldots, n_f\}$ is denoted $f^{(1:n_f)}$. The number of inliers $n_i = \sum_{i=1}^{n_f} f(i)$ and $B(\cdot)$ is the binomial distribution

$$B(x; n, p) = \frac{n!}{x!(n-x)!} p^x (1-p)^{n-x}$$

values $p_1 = 0.6$ and $p_0 = 0.1$. The posterior probability could be evaluated that an image match is correct using Bayes’ Rule

$$p(m = 1 | f^{(1:n_f)}) = \frac{p(f^{(1:n_f)} | m = 1) p(m = 1)}{p(f^{(1:n_f)})}$$

Fig.2. Experiment results by feature matching and image matching by SIFT and RANSAC Method

In Fig.2, it is obvious that a visible gap or overlap would exist between the first and last images in a sequence, even if these two images were the same as had been appeared in the previous section.

4 Block Adjustment (Global and local alignment)
The global alignment algorithm is a feature-based technique, i.e., it relies on first establishing point correspondences between overlapping images, rather than doing direct intensity difference minimization (as in the sequential algorithm). To find features, each image was divided into a number of patches (e.g., $16 \times 16$ pixels), and
use the patch centers as prospective feature points.

To compensate for these effects, the amount of mis-registration and to then locally warp each image will be qualified so that the overall mosaic does not contain visible ghosting (double images) or blurred details. If our mosaic contains just a few images, we could choose one image as the base, and then compute the optical flow between it and all other images, which could then be deformed to match the base. Another possibility would be to explicitly estimate the camera motion and residual parallax[23], but this would not compensate for other distortions.

The block adjustment algorithm (13) provides an estimate $p_j$ of the true direction in space corresponding to the $j$th patch center in the $k$th image, $x_{jk}$. The projection of this direction onto the $k$th image is:

$$ x_{jk} \mathbf{V}_k R_k \frac{1}{n_{jk} + 1} \sum_{l \in N_{jk} \cup k} R_l^{-1} V_l^{-1} x_{jl} = \frac{1}{n_{jk} + 1} \left( x_{jk} + \sum_{l \in N_{jk}} x_{jl} \right) $$

This could be converted into a motion estimate:

$$ u_{jk} = x_{jk} - x_{jk} = \frac{1}{n_{jk} + 1} \sum_{l \in N_{jk}} \left( \tilde{x}_{jl} - x_{jk} \right) = \frac{1}{n_{jk} + 1} \sum_{l \in N_{jk}} u_{jl} $$

Even though the local alignment was formulated by using rotational mosaic representation, the deghosting equation (14) is valid for other motion models (e.g., 8-parameter perspective) as well. We need only to modify (14) as equation (15):

$$ x_{jk} - m_k \frac{1}{n_{jk} + 1} \sum_{l \in N_{jk} \cup k} M_l^{-1} x_{jl} = \frac{1}{n_{jk} + 1} \left( x_{jk} + \sum_{l \in N_{jk}} \tilde{x}_{jl} \right) $$

5 Experiment Result and Conclusions

Two results of applying our global and local alignment techniques to image stitching experiments were presented. It is widely used in image stitching in modern garment or textile defect detecting system. Figure3 illustrated the results of fabric images stitching without block adjustment and with block adjustment proposed in the present study.
Fig. 3 showed an image stitching example which was normally appeared in the textile product industry. This sequence was shot using the camera’s automatic mode, which allowed the aperture and exposure time to vary, and the flash to fire on some images. Despite these changes in illumination, the SIFT features match robustly and the multi-band blending strategy yielded a seamless panorama. The output was 360° × 100° degrees and had been rendered in spherical coordinates (θ, φ). All 57 images were matched fully automatically with no user input, and a 4 × 57 = 228 parameter optimization problem was solved for the final registration. The 2272 × 1704 pixel input images were matched and registered in 9 seconds. Tests were conducted on a 2.6GHz Pentium M.

It could be concluded that the proposed method for fabric image stitching is feasible and applicable. It had several advantages over the previous approaches. Firstly, the use of invariant features enabled a reliable matching of panoramic image sequences despite the rotation, zoom and illumination change in the input images. Secondly, by viewing image stitching as a multi-image matching problem, it could automatically discover the matching relationships between the images, and recognise panoramas in unordered datasets.
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