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Abstract

Hand gesture recognition that has proven a significant factor to directly influence the nonverbal communication between human and computer is becoming a challenging topic in the field of machine vision. This paper aims to propose a novel hand gesture recognition system which applies sparse representation to the Kinect to improve the efficiency of Kinect-based human-computer interaction. Auto-encoder neural network computation is also utilized to achieve better result. The sparse auto-encoder neural network is versatile and robust in complex features learning and computational efficient. Finally, results indicate that our algorithm greatly facilitates the gesture recognition rate up to 95%.
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1. Introduction

In recent years, the human-computer interaction has been challenged by more and more oncoming issues. Among them, the vision-based hand gesture recognition technology, an important part of human-computer interaction, has been attracting the concern of many researchers [1, 2]. In the past decades, there were many hand gesture recognition techniques developed for tracking and recognizing various hand gestures. Most of them require pretreatment of image features like texture, color etc. However, skin tones and texture change very rapidly from person to person and continent to continent. Further, different illumination conditions lead to modified color texture and ultimately change the observed results [3].

In order to avoid the problem above, we try to recognize different hand gestures in a statistical manner in our system. Natural images have essential statistical regularities that distinguish them from other kinds of input images [4]. Most of the statistical models have taken into account the non-Gaussian properties of statistic image patches, which lead to sparse coding and independent component analysis (ICA). These models [5, 6] built on natural image statistics are based on one particular statistical property-sparness which can be used to simulate simple cell receptive field properties. In recent research reported by [7] Wright, John, sparse representation has proven an extremely powerful tool for acquisition, representation, and compression of multidimensional signals. However, the models of sparse coding and ICA is computationally costly either in testing time or in training time. Therefore, we employ the sparseness constraint to the auto-encoder neural network to balance the computational complexity and efficiency of gesture recognition. In order to further improve the recognition rate, we also separate the hand type from the surrounding environment using the skeleton tracking.
of Kinect before images modeling. Finally, we have achieved the high recognition rate up to 95%.

2. A brief introduction of Kinect

The Kinect (see Fig. 1) sensor, issued by Microsoft on June, 2010, contains a depth sensor, a RGB color camera, and a microphone array. Also, Kinect provides full-body 3D motion capture, and voice recognition capabilities [8].

Fig. 1: (a) shows the physical map of the Kinect sensor; (b) shows how the sensor data stream flow.

In this paper, we mainly focus on the depth sensor and skeleton tracking using Kinect. Fig. 2 shows the depth map and the skeleton map produced by the Kinect sensor. The depth value is encoded with gray values.

3. Sparse auto-encoder neural network

Sparse representation, based on simulating human visual system, has been extensively studied in the image features extraction method, and shows that one single image can be accurately recovered by a sparse linear combination of the overall data. However, the traditional sparse representation algorithms have not done well. Sparse coding is computationally expensive to test and ICA takes much time to train. So we explore a new model of sparse feature representation in this paper. We combine the sparse representation with the auto-encoder neural networks to extract feature from patches.

Fig. 3 shows the architecture of auto-encoder neural network.

Fig. 2: Depth map (a) and skeleton map (b)

Fig. 3: Neural network model
From the Fig. 3, we can formulize the computation model of the neural network as [9]:

\[ H(W, A, X) = f(A \times f(W \times X)) \]

\[ f(X) = \frac{1}{1 + \exp(-X)} \]  

(1)

\[ A = [A_1, A_2, \ldots, A_M] \]

\[ W = \begin{bmatrix} W_1^T ; W_2^T ; \ldots ; W_m^T \end{bmatrix} \]

A classic approach to reconstruct the image X is a linear weighted sum of features. Let us denote each feature by:

\[ A_i \in R_{n \times 1}; i = 1,2, \ldots, m \]  

(2)

These features are assumed to be fixed. For each incoming image X, the coefficients of each feature in an image are denoted by the element of column vector S and each element value also represents the activation value of each hidden unit. Generally we defined the operation from hidden layer to output layer as data reconstruct and it can be formulized as:

\[ X' = A \times S \]  

(3)

However, for a given image X, how to compute the feature coefficient matrix S is the key point for reconstruction. In our paper, we can solve this problem easily by means of the operation from input layer to hidden layer. We define some feature detectors firstly denoted by:

\[ W_i \in R_{n \times 1}; i = 1,2, \ldots, m \]  

(4)

Therefore the coefficient matrix S can be computed linearly as:

\[ S = W \times X \]  

(5)

But in our experiment, we will defined a non-linear function called activation function f to represent the non-linear properties of the neuron, which will help our training.

The auto-encoder network implies that the information transformed from the input to the output has been well captured and saved. Thus, we can readily regard the hidden activations as one representation of the input data.

In this paper, we use batch gradient descent algorithm [10] to train our sparse auto-encoder neural network. Details of the algorithm are shown below:

- Step1: set a cost function:

\[ J = \|X' - X\| + \lambda(\|A\| + \|W\|) + \beta\|S\| \]  

(6)

Hereinto, the first term is the reconstruction error term, the second term is a weight decay term that tends to decrease the weights and prevent over-fitting, and the last term represents the sparseness of hidden unit activation.


- Step3: optimize the cost function to get the minimum using the batch gradient descent algorithm.

After training, we use the forward propagation to compute each input data to get the representation for one hidden layer, namely the sparse representation.

4. Hand gesture recognition algorithm

4.1. Hand gesture segmentation

Kinect is able to detect the depth of the entire scene within the scope of [85cm, 4000cm] and returns a 640×480 real time image and a corresponding RGB image through a pair of IR projector and camera. In our experiment, we use the Kinect to capture the depth data from the target scene where the target hand profile
should be clearly and easily captured. On the other hand, we can also get the skeleton map of the target hand as well as the center of hand palm. Once we get the depth data and skeleton map [12], the position of the hand palm can be easily detected and hand gesture segmentation can be perfectly carried out by the way of setting threshold (see Fig. 4).

![Fig. 4](image_url)

Fig. 4: the leftmost map is the skeleton point of hand palm (palm center and wrist); the middle is the depth map; the rightmost is the hand palm after segmentation.

### 4.2. Train the sparse auto-encoder neural network

In this paper, we take patches (sized 10x10) from the hand gesture segmentation map for training because the map is too large to train the model. As we know, natural images have the property of being stationary [13], meaning that the statistic regularity of one part of the image is the same as the whole one. This also suggests that the features we within one part of the image can also be applied to other parts of the image, and we can use the same features throughout the whole image.

### 4.3. Convolution, pool and classify

After training, we can get feature detectors. Generally, we will use the feature detectors to detect features of all the patches within one single image. In another word, we make the feature detectors convolution with the large image [14]. In order to achieve invariant features, we also compute the features of adjacent patches which is termed pool [15]. In this paper, un-overlapped pooling is used. Finally, we use the Soft-max regression classifier [16] to recognize based on the pooled features.

### 5. Experiment

#### 5.1. Compare sparse coding, ICA and sparse auto-encoder

In this experiment, we implement the ICA, sparse coding and sparse auto-encoder algorithm using the standard dataset (including 10 512x512 natural images) to compare their effect. In Fig. 5, we show the trained feature detectors of the three algorithms. From the Fig. 5, it implies that the sparse auto-encoder algorithm is able to learn the best feature detectors with the same training time (we set 10mins). In detailed description, the feature detectors of sparse auto-encoder are smoother and have distinct edges with different location and orientation. These detectors can be used to detect different features in one image. Therefore, our experiment result shows that the sparse auto-encoder really is less time-consuming.

![Feature Detectors](image_url)
Fig. 5: Each represents 16 feature detectors of ICA (a), sparse coding (b) and sparse auto-encoder (c). According to (a), we can see that the result of the ICA shows random noise. And the result of sparse coding (b) implies some clear space filters but still not enough perfect. However, (c) shows the smoother filters and has abundant local directivities.

5.2. Hand gesture recognition

In this experiment, we collected 500 hand gesture segmentation maps from several persons using Kinect to train our recognition system. For convenience, there are five different categories (each category has 100 samples). We also sample other 500 for test. We set 100 input units and 400 hidden units. Also we set the pool region sized 3x3. In order to confirm the necessity of hand gesture segmentation, we also use the unprocessed samples. Finally we find that segmentation truly improve the recognition accuracy or rate by about 5%. Our system is trained with 8GB RAM and costs half an hour to achieve the recognition rate or accuracy up to 95%. In Table 1 and Table 2, we also find that if we want to recognize more kinds of hand gestures, we should introduce more samples into our training system. To some extent, if the amount of feature detectors to be trained is increased, the result shows the recognition rate can be improved. However, if there are too many features, more samples are needed. Otherwise the accuracy or recognition rate will be reduced.

<table>
<thead>
<tr>
<th>samples</th>
<th>features</th>
<th>gesture class</th>
<th>accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>400</td>
<td>5</td>
<td>95%</td>
</tr>
<tr>
<td>1000</td>
<td>400</td>
<td>10</td>
<td>92.3%</td>
</tr>
<tr>
<td>2000</td>
<td>400</td>
<td>20</td>
<td>90.0%</td>
</tr>
</tbody>
</table>

Table 2: contrast of different features

<table>
<thead>
<tr>
<th>features</th>
<th>gesture class</th>
<th>accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>350</td>
<td>5</td>
<td>90%</td>
</tr>
<tr>
<td>400</td>
<td>5</td>
<td>95%</td>
</tr>
<tr>
<td>450</td>
<td>5</td>
<td>92%</td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>89%</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we put forward a Kinect based sparse auto-encoder hand gesture recognition system and achieve the recognition rate up to 95%. It is notable that our system’s performance degrades if the hand segmentation is removed. We has proven that removing the hand segmentation results in a loss of about 5% for the final performance of our system. Besides, we employ the sparse auto-encoder to simulate the human visual system and reduce the computational complexity. With concrete control experiment, we show that sparse auto-encoder algorithm behaves more satisfactory authentically.
As we know, human brain is absolutely an undeveloped research field to which more and more attentions need to be paid, but many achievements till now may be applicable to greatly facilitate our recognition. Therefore, we would like to introduce more effective properties of the primary visual cortex to our system in the future research work.
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