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#### Abstract

Pseudodifferential operators of several variables are formal Laurent series in the formal inverses of $\partial_{1}, \ldots, \partial_{n}$ with $\partial_{i}=d / d x_{i}$ for $1 \leq i \leq n$. As in the single variable case, Lax equations can be constructed using such pseudodifferential operators, whose solutions can be provided by Baker functions. We extend the usual notion of tau functions to the case of pseudodifferential operators of several variables so that each Baker function can be expressed in terms of the corresponding tau function.


## 1 Introduction

One of the most actively studied areas in mathematics for the past few decades is the theory of integrable nonlinear partial differential equations (see e.g. [3, 4, 6, 8]). Such equations are also known as soliton equations because they possess localized nonlinear waves called solitons as solutions. Examples of soliton equations include many well-known equations in mathematical physics such as the nonlinear Schrödinger equation, the SineGordon equation, the Korteweg-de Vries (KdV) equation, and the Katomtsev-Petviashvili (KP) equation.

The main tool used in a systematic study of soliton equations is the notion of Lax equations, which describe certain compatibility conditions for pairs of differential operators. A system of soliton equations called a KP hierarchy is produced by a set of Lax equations, and as a result, solutions of Lax equations can be used to construct solutions of the associated soliton equations. The interpretation of soliton equations in terms of Lax equations leads to the derivation of the integrability as well as other interesting properties of soliton equations.

A few decades ago, Krichever (see e.g. [7]) introduced the method of constructing an infinite dimensional subspace of $\mathbb{C}((z))$ associated to some algebro-geometric data, where $\mathbb{C}((z))$ is the space of Laurent series. This construction is nowadays called the Krichever map, and it has been used successfully in the soliton theory and is closely linked to the theory of moduli of algebraic curves (cf. $[1,7,13]$ ). Thus the Krichever map provides a connection of soliton theory with algebraic geometry, which is one of the most intriguing features of the theory of soliton equations. More specifically, to each subspace of $\mathbb{C}((z))$
produced by the Krichever map there corresponds a so-called Baker-Akhiezer function, which determines an algebro-geometric solution of a soliton equation (see $[2,4,7,13]$ ). Baker functions are a generalized version of Baker-Akhiezer functions, and they supply formal solutions of Lax equations. Tau functions also play an important role in algebrogeometric theory of solitons, and in particular, each Baker function can be expressed in terms of the associated tau function. Such an expression of a Baker function in terms of a tau function is an important contribution of the Japanese school (see e.g. [5]). Tau functions can be used to construct soliton solutions of soliton equations, and they are essential in linking soliton theory to quantum field theory as well as to the theory of Virasoro algebras or vertex operators.

Pseudodifferential operators are formal Laurent series in the formal inverse $\partial^{-1}$ of the differentiation operator $\partial=d / d x$ with respect to the single variable $x$, and they are essential ingredients in the construction of Lax equations. For this reason pseudodifferential operators have played a major role in the theory of soliton equations. In a recent paper, Parshin [12] studied pseudodifferential operators of several variables by considering formal Laurent series in the formal inverses of $\partial_{1}, \ldots, \partial_{n}$ with $\partial_{i}=d / d x_{i}$ for $1 \leq i \leq n$. Among other things, he constructed Lax equations associated to such pseudodifferential operators and studied some of their properties. Since then, algebro-geometric connections of those pseudodifferential operators have been studied in [11] and [10], where the possibility of extending the Krichever map to the case of higher dimensional varieties was discussed. Baker functions which provide solutions to Lax equations of Parshin type have also been investigated in [9], where some of the properties of the usual Baker functions were extended to the case of pseudodifferential operators of several variables. The goal of this paper is to prove the existence of tau functions associated to Baker functions constructed in [9].

## 2 Pseudodifferential operators

In this section we review pseudodifferential operators of several variables studied by Parshin [12] as well as the associated Lax equations. We also describe an example of a system of partial differential equations determined by such a Lax equation.

We fix a positive integer $n$ and consider the variables $x_{1}, \ldots, x_{n}$. We denote by

$$
\mathbb{C}\left(\left(x_{1}\right)\right) \cdots\left(\left(x_{n}\right)\right)
$$

the associated field of iterated Laurent series over $\mathbb{C}$, and let $P$ be the space of iterated formal Laurent series of the form

$$
P=\mathbb{C}\left(\left(x_{1}\right)\right) \cdots\left(\left(x_{n}\right)\right)\left(\left(\partial_{1}^{-1}\right)\right) \cdots\left(\left(\partial_{n}^{-1}\right)\right)
$$

in the formal inverses of the differential operators

$$
\partial_{1}=\frac{\partial}{\partial x_{1}}, \ldots, \quad \partial_{n}=\frac{\partial}{\partial x_{n}} .
$$

Throughout this paper we shall often use the usual multi-index notation. Thus, given $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}^{n}$, we may write

$$
\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha_{n}}, \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{n}
$$

with $\partial=\left(\partial_{1}, \ldots, \partial_{n}\right)$. We also write $\alpha \geq \beta$ for $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{Z}^{n}$ if $\alpha_{i} \geq \beta_{i}$ for each $i$, and use $\mathbf{0}$ and $\mathbf{1}$ to denote the elements $(0, \ldots, 0)$ and $(1, \ldots, 1)$ in $\mathbb{Z}^{n}$, respectively. Thus, for example, an element $\psi \in P$ can be written in the form

$$
\begin{equation*}
\psi=\sum_{\alpha \leq \nu} f_{\alpha}(x) \partial^{\alpha} \tag{2.1}
\end{equation*}
$$

for some $\nu \in \mathbb{Z}^{n}$. We introduce a multiplication operation on $P$ defined by the Leibniz rule, which means that

$$
\left(\sum_{\alpha} f_{\alpha}(x) \partial^{\alpha}\right)\left(\sum_{\beta} h_{\beta}(x) \partial^{\beta}\right)=\sum_{\alpha, \beta} \sum_{\gamma \geq \mathbf{0}}\binom{\alpha}{\gamma} f_{\alpha}(x)\left(\partial^{\gamma} h_{\beta}(x)\right) \partial^{\alpha+\beta-\gamma},
$$

where $\binom{\alpha}{\gamma}=\binom{\alpha_{1}}{\gamma_{1}} \cdots\binom{\alpha_{n}}{\gamma_{n}}$ for elements $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $\gamma=\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ of $\mathbb{Z}^{n}$ with $\gamma \geq \mathbf{0}$. We now set

$$
\mathbb{Z}_{+}^{n}=\left\{\alpha \in \mathbb{Z}^{n}|\alpha \geq \mathbf{0},|\alpha| \geq 1\},\right.
$$

and assume that each coefficient $f_{\alpha}(x)$ in (2.1) is a function of the infinitely many variables $\left\{t_{\alpha} \mid \alpha \in \mathbb{Z}_{+}^{n}\right\}$. Let $\mathbf{e}_{1}=(1,0, \ldots, 0), \ldots, \mathbf{e}_{n}=(0, \ldots, 0,1)$ be the standard basis for the $\mathbb{Z}$-module $\mathbb{Z}^{n}$, and assume that

$$
\begin{equation*}
t_{\mathbf{e}_{1}}=x_{1}, \ldots, \quad t_{\mathbf{e}_{n}}=x_{n} \tag{2.2}
\end{equation*}
$$

Thus we may write $\psi \in P$ in (2.1) in the form

$$
\psi=\sum_{\alpha \leq \nu} f_{\alpha}(t) \partial^{\alpha}
$$

with $t=\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}$.
If $\psi$ is an element of $P$ which can be written in the form

$$
\psi=\sum_{i=-\infty}^{\nu_{n}} a_{i} \partial_{n}^{i}=\sum_{i=-\infty}^{\nu_{n}} a_{i}\left(t ; \partial_{1}, \ldots, \partial_{n-1}\right) \partial_{n}^{i}
$$

with $\nu_{n} \geq 0$, we set

$$
\psi_{+}=\sum_{i=0}^{\nu_{n}} a_{i} \partial_{n}^{i}, \quad \psi_{-}=\psi-\psi_{+}=\sum_{i=-\infty}^{-1} a_{i} \partial_{n}^{i}
$$

if $\nu_{n}<0$, we set $\psi_{+}=0$ and $\psi_{-}=\psi$. Thus we have $\psi=\psi_{+}+\psi_{-}$for all $\psi \in P$, and therefore $P$ can be decomposed as

$$
P=P_{+}+P_{-},
$$

where $P_{+}$is the set of elements of $P$ of the form $\sum_{i=0}^{m} a_{i} \partial_{n}^{i}$ for some nonnegative integer $m$, and $P_{-}$is the set of elements of the form $\sum_{j=0}^{k} b_{j} \partial_{n}^{j}$ with $k<0$. Let $P^{n}$ be the Cartesian
product of $n$ copies of $P$, and consider an element $L=\left(L_{1}, \ldots, L_{n}\right) \in P^{n}$ which satisfies the generalized Lax equation

$$
\begin{equation*}
\partial_{t_{\alpha}} L=\left[L_{+}^{\alpha}, L\right]=L_{+}^{\alpha} L-L L_{+}^{\alpha} \tag{2.3}
\end{equation*}
$$

for all $\alpha \in \mathbb{Z}_{+}^{n}$, where $L_{+}^{\alpha}=\left(L^{\alpha}\right)_{+}=\left(L_{1}^{\alpha_{1}} \cdots L_{n}^{\alpha_{n}}\right)_{+} \in P_{+}$and

$$
\partial_{t_{\alpha}} L=\frac{\partial L}{\partial t_{\alpha}}=\left(\frac{\partial L_{1}}{\partial t_{\alpha}}, \ldots, \frac{\partial L_{n}}{\partial t_{\alpha}}\right) .
$$

Thus (2.3) is equivalent to the system of equations

$$
\frac{\partial L_{i}}{\partial t_{\alpha}}=\left[L_{+}^{\alpha}, L_{i}\right]
$$

for $1 \leq i \leq n$.
We now consider an element $\phi \in 1+P_{\text {- satisfying the relation }}$

$$
\begin{equation*}
\partial_{t_{\alpha}} \phi=-\left(\phi \partial^{\alpha} \phi^{-1}\right)_{-} \phi \tag{2.4}
\end{equation*}
$$

for each $\alpha \in \mathbb{Z}_{+}^{n}$, and set

$$
\begin{equation*}
L=\phi \partial \phi^{-1}=\left(\phi \partial_{1} \phi^{-1}, \ldots, \phi \partial_{n} \phi^{-1}\right) \in P^{n} \tag{2.5}
\end{equation*}
$$

Thus, if $L=\left(L_{1}, \ldots, L_{n}\right)$, then each $L_{i}$ is of the form

$$
L_{i}=\phi \partial_{i} \phi^{-1}=\partial_{i}+u_{i}
$$

for some $u_{i} \in P_{-}$. Then it can be shown that the pseudodifferential operator $L$ given by (2.5) satisfies the Lax equation (2.3) for each $\alpha \in \mathbb{Z}_{+}^{n}$. The Lax equation (2.3) also implies the relation

$$
\begin{equation*}
\frac{\partial L_{+}^{\beta}}{\partial t_{\alpha}}-\frac{\partial L_{+}^{\alpha}}{\partial t_{\beta}}=\left[L_{+}^{\alpha}, L_{+}^{\beta}\right] \tag{2.6}
\end{equation*}
$$

for all $\alpha, \beta \in \mathbb{Z}_{+}^{n}$ (see [12, Proposition 4]). For each pair $(\alpha, \beta)$ of elements of $\mathbb{Z}_{+}^{n}$ the relation (2.6) determines a system of partial differential equations as can be seen in the following example.

Example. We shall derive partial differential equations which are determined by the Lax equation for $n=2$ associated to the pseudodifferential operators $L_{1}, L_{2} \in P$ given by

$$
\begin{align*}
& L_{1}=\partial_{2}+a \partial_{1} \partial_{2}^{-1}+b \partial_{2}^{-2}+O\left(\partial_{2}^{-3}\right)  \tag{2.7}\\
& L_{2}=\partial_{2}+c \partial_{2}^{-1}+d \partial_{1} \partial_{2}^{-2}+O\left(\partial_{2}^{-3}\right) \tag{2.8}
\end{align*}
$$

for some functions $a=a(t), b=b(t), c=b(t)$ and $d=d(t)$ with $t=\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}$. We also consider the indices

$$
\alpha=(1,1), \quad \beta=(1,2),
$$

so that $L^{\alpha}=L_{1} L_{2}$ and $L^{\beta}=L_{1} L_{2}^{2}$, where $L=\left(L_{1}, L_{2}\right) \in P^{2}$. Then by (2.6) the differential operators $L_{+}^{\alpha}$ and $L_{+}^{\beta}$ satisfy

$$
\begin{equation*}
\frac{\partial L_{+}^{\beta}}{\partial t_{\alpha}}-\frac{\partial L_{+}^{\alpha}}{\partial t_{\beta}}=L_{+}^{\alpha} L_{+}^{\beta}-L_{+}^{\beta} L_{+}^{\alpha} . \tag{2.9}
\end{equation*}
$$

Using (2.7) and (2.8), we obtain

$$
\begin{aligned}
& L_{2}^{2}=\partial_{2}^{2}+c_{y} \partial_{2}^{-1}+2 c+2 d \partial_{1} \partial_{2}^{-1}+d_{y} \partial_{1} \partial_{2}^{-2}+c^{2} \partial_{2}^{-2}+O\left(\partial_{2}^{-3}\right), \\
& L_{1} L_{2}=\partial_{2}^{2}+a \partial_{1}+c+O\left(\partial_{2}^{-1}\right), \\
& L_{1} L_{2}^{2}=\partial_{2}^{3}+a \partial_{1} \partial_{2}+2 c \partial_{2}+2 d \partial_{1}+3 c_{y}+b+O\left(\partial_{2}^{-1}\right),
\end{aligned}
$$

where the subscripts $x$ and $y$ denote the partial derivatives with respect to $x=x_{1}$ and $y=x_{2}$, respectively. Hence we have

$$
\begin{align*}
& L_{+}^{\alpha}=\left(L_{1} L_{2}\right)_{+}=\partial_{2}^{2}+a \partial_{1}+c  \tag{2.10}\\
& L_{+}^{\beta}=\left(L_{1} L_{2}^{2}\right)_{+}=\partial_{2}^{3}+a \partial_{1} \partial_{2}+2 c \partial_{2}+2 d \partial_{1}+3 c_{y}+b . \tag{2.11}
\end{align*}
$$

Using (2.10) and (2.11), we obtain

$$
\begin{aligned}
L_{+}^{\alpha} L_{+}^{\beta}= & \partial_{2}^{5}+2 a \partial_{1} \partial_{2}^{3}+3 c \partial_{2}^{3}+\left(2 a_{y}+2 d\right) a \partial_{1} \partial_{2}^{2}+\left(7 c_{y}+b\right) \partial_{2}^{2}+a^{2} \partial_{1}^{2} \partial_{2} \\
& +\left(a_{y y}+4 d_{y}+a a_{x}+3 a c\right) \partial_{1} \partial_{2}+\left(8 c_{y y}+2 b_{y}+2 a c_{x}+2 c^{2}\right) \partial_{2} \\
& +2 a d \partial_{1}^{2}+\left(2 d_{y y}+2 a d_{x}+3 a c_{y}+a b+c d\right) \partial_{1} \\
& +3 c_{y y y}+b_{y y}+3 a c_{y x}+a b_{x}+3 c c_{y}+b c, \\
L_{+}^{\beta} L_{+}^{\alpha}= & \partial_{2}^{5}+2 a \partial_{1} \partial_{2}^{3}+3 c \partial_{2}^{3}+\left(3 a_{y}+2 d\right) a \partial_{1} \partial_{2}^{2}+\left(6 c_{y}+b\right) \partial_{2}^{2}+a^{2} \partial_{1}^{2} \partial_{2} \\
& +\left(3 a_{y y}+a a_{x}+3 a c\right) \partial_{1} \partial_{2}+\left(3 c_{y y}+a c_{x}+2 c^{2}\right) \partial_{2}+\left(a a_{y}+2 a d\right) \partial_{1}^{2} \\
& +\left(a_{y y y}+a a_{y x}+4 a c_{y}+2 a_{y} c+2 a_{x} d+a b+2 c d\right) \partial_{1} \\
& +c_{y y y}+a c_{y x}+5 c c_{y}+2 c_{x} d+b c .
\end{aligned}
$$

If we set $t_{\alpha}=s$ and $t_{\beta}=t$, then by (2.10) and (2.11) the left hand side of (2.9) becomes

$$
\frac{\partial L_{+}^{\beta}}{\partial s}-\frac{\partial L_{+}^{\alpha}}{\partial t}=a_{s} \partial_{1} \partial_{2}+2 c_{s} \partial_{2}+\left(2 d_{s}-a_{t}\right) \partial_{1}+3 c_{y s}+b_{s}-c_{t} .
$$

Thus by comparing the coefficients we see that (2.9) determines the system of partial differential equations given by

$$
\begin{aligned}
& a_{y}=c_{y}=0, \quad 2 c_{s}=2 b_{y}+a c_{x}, \\
& a_{t}+2 a d_{x}+2 d_{y y}=2 a_{x} d+2 d_{s}+c d, \quad b_{s}+2 c_{x} d=a b_{x}+b_{y y}+c_{t} .
\end{aligned}
$$

## 3 Baker functions

Baker functions associated to pseudodifferential operators of several variables discussed in Section 2 were introduced in [9]. As in the single variable case, these Baker functions provide solutions of Lax equations of the from (2.3). In this section we review the construction of such Baker functions.

First, we need to introduce an additional set of complex variables $z_{1}, \ldots, z_{n}$. We then consider the formal series given by

$$
\begin{equation*}
\xi(t, z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} t_{\alpha} z^{\alpha}, \tag{3.1}
\end{equation*}
$$

where $z=\left(z_{1}, \ldots, z_{n}\right)$ so that $z^{\alpha}=z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. If $\phi \in 1+P_{-}$is as in Section 2 satisfying (2.4), we define the associated Baker function $w$ by

$$
\begin{equation*}
w=w(t, z)=\phi e^{\xi(t, z)} \tag{3.2}
\end{equation*}
$$

Since $x_{i}=t_{\mathbf{e}_{i}}$ for $1 \leq i \leq n$ by (2.2), we see that

$$
\partial_{i} e^{\xi(t, z)}=\frac{\partial}{\partial x_{i}} e^{\xi(t, z)}=\frac{\partial}{\partial t_{\mathbf{e}_{i}}} e^{\xi(t, z)}=z^{\mathbf{e}_{i}} e^{\xi(t, z)}=z_{i} e^{\xi(t, z)} .
$$

Thus, if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$, we have

$$
\begin{aligned}
\partial^{\alpha} e^{\xi(t, z)} & =\partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha_{n}} e^{\xi(t, z)}=\partial_{\mathbf{e}_{1}}^{\alpha_{1}} \cdots \partial_{\mathbf{e}_{n}}^{\alpha_{n}} e^{\xi(t, z)} \\
& =z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}} e^{\xi(t, z)}=z^{\alpha} e^{\xi(t, z)} .
\end{aligned}
$$

Hence, if $\phi=1+\sum_{\alpha} a_{\alpha}(t) \partial^{\alpha} \in 1+P_{-}$, then the Baker function in (3.2) can be written in the form

$$
\begin{equation*}
w(t, z)=\widehat{w}(t, z) e^{\xi(t, z)} \tag{3.3}
\end{equation*}
$$

where $\widehat{w}(t, z)$ is a formal power series in $z_{1}, \ldots, z_{n}$ of the form

$$
\widehat{w}(t, z)=1+\sum_{\alpha} a_{\alpha}(t) z^{\alpha} .
$$

If $L=\left(L_{1}, \ldots, L_{n}\right)=\phi \partial \phi^{-1} \in P^{n}$ is an element associated to $\phi \in 1+P_{-}$satisfying (2.4) as in (2.5), then the Baker function $w$ given by (3.2) satisfies $L w=z w$, that is, $L_{i} w=z_{i} w$ for each $i$ (see [9, Lemma 3.1]). In addition, it can also be shown that $\partial_{t_{\alpha}} w=L_{+}^{\alpha} w$ for each $\alpha \in \mathbb{Z}_{+}^{n}$ (cf. [9, Lemma 3.2]).

Given an element $\psi=\sum_{\alpha \leq \nu} f_{\alpha}(t) \partial^{\alpha} \in P$, we define its adjoint $\psi^{*} \in P$ by

$$
\begin{equation*}
\psi^{*}=\sum_{\alpha \leq \nu}(-1)^{|\alpha|} \partial^{\alpha} f_{\alpha}(t) \tag{3.4}
\end{equation*}
$$

and its residue with respect to $\partial$ by

$$
\operatorname{Res}_{\partial} \psi=f_{-1}(t)=f_{(-1, \ldots,-1)}(t)
$$

On the other hand, if $h(z)=h\left(z_{1}, \ldots, z_{n}\right)$ is a Laurent series in $z_{1}, \ldots, z_{n}$ which can be written in the form $h(z)=\sum_{\alpha} b_{\alpha} z^{\alpha}$, then its residue with respect to $z$ is given by

$$
\begin{equation*}
\operatorname{Res}_{z} h(z)=b_{-\mathbf{1}}=b_{(-1, \ldots,-1)} \tag{3.5}
\end{equation*}
$$

If $\psi=\sum_{\alpha} a_{\alpha} \partial^{\alpha} \in P$ and $\eta=\sum_{\beta} b_{\beta} \partial^{\beta} \in 1+P_{-}$, then we have

$$
\operatorname{Res}_{z}\left(\psi e^{\xi(t, z)}\right)\left(\eta e^{-\xi(t, z)}\right)=\operatorname{Res}_{\partial} \psi \eta^{*},
$$

where $\eta^{*}$ is the adjoint of $\eta$ given by (3.4) (see [9, Lemma 3.3]).
We define the adjoint $w^{*}$ of the Baker function $w$ in (3.2) by

$$
\begin{equation*}
w^{*}(t, z)=\left(\phi^{*}\right)^{-1} e^{-\xi(t, z)} \tag{3.6}
\end{equation*}
$$

where $\phi^{*}$ is the adjoint of $\phi$ given by (3.4). Then it can be shown that the Baker function $w$ in (3.2) satisfies

$$
\begin{equation*}
\operatorname{Res}_{z} w\left(t^{\prime}, z\right) w^{*}(t, z)=0 \tag{3.7}
\end{equation*}
$$

for all $t, t^{\prime}$ (see [9]).
We now consider the subset $\widehat{P}_{-}$of $P_{-}$defined by

$$
\begin{equation*}
\widehat{P}_{-}=\left\{\sum_{\alpha} f_{\alpha}(t) \partial^{\alpha} \mid \alpha \leq-\mathbf{1}=(-1, \ldots,-1) \text { whenever } f_{\alpha}(t) \neq 0\right\} . \tag{3.8}
\end{equation*}
$$

Then the following theorem extends the result in [6, Proposition 7.3.5] to the case of several variables.

Theorem 1. Let $w$ and $w^{\#}$ be formal power series of the form

$$
w=\phi e^{\xi(t, z)}, \quad w^{\#}=\psi e^{-\xi(t, z)}
$$

with $\phi, \psi \in 1+\widehat{P}_{-}$satisfying the condition

$$
\operatorname{Res}_{z}\left(\partial^{\alpha} w w^{\#}\right)=0
$$

Then there exists an operator $L=\left(L_{1}, \ldots, L_{n}\right) \in P^{n}$ with $L_{i}=\partial_{i}+u_{i}$ and $u_{i} \in P_{-}$for $1 \leq i \leq n$ which satisfies the Lax equation (2.3) with $w$ and $w^{\#}$ being the associated Baker function and adjoint Baker function, respectively.

Proof. See [9, Theorem 3.6].

## 4 Tau functions

In this section we extend the notion of tau functions associated to the usual pseudodifferential operators to the case of pseudodifferential operators of several variables. As in the single variable case, a Baker function given by (3.2) can be expressed in terms of such a tau function.

Let $t=\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}$ and $z=\left(z_{1}, \ldots, z_{n}\right)$ be the complex variables considered in Section 3. Given a vector $s=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{C}^{n}$, we define the operator $G(s)$ on functions of the form $f(t, z)=f\left(\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}},\left(z_{1}, \ldots, z_{n}\right)\right)$ by

$$
\begin{equation*}
G(s) f(t, z)=f\left(\left(t_{\alpha}-\alpha^{-1} s^{-\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}, z\right), \tag{4.1}
\end{equation*}
$$

where $\alpha^{-1} s^{-\alpha}=\alpha_{1}^{-1} \cdots \alpha_{n}^{-1} s_{1}^{-\alpha_{1}} \cdots s_{n}^{-\alpha_{n}}$ according to the multi-index notation. Thus, if $\xi(t, z)$ is as in (3.1), we have

$$
G(s) \xi(t, z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}}\left(t_{\alpha}-\alpha^{-1} s^{-\alpha}\right) z^{\alpha}=\xi(t, z)-\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha^{-1} s^{-\alpha} z^{\alpha} .
$$

Hence it follows that $G(s)$ operates on the Baker function $w(t, z)$ in (3.2) associated to an element $\phi \in 1+P_{-}$and on the adjoint Baker function $w(t, z)$ in (3.6) by

$$
\begin{aligned}
& G(s) w(t, z)=w(t, z) \exp \left(-\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha^{-1} s^{-\alpha} z^{\alpha}\right), \\
& G(s) w^{*}(t, z)=w^{*}(t, z) \exp \left(\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha^{-1} s^{-\alpha} z^{\alpha}\right) .
\end{aligned}
$$

Using the relation

$$
\ln \left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)=-\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \frac{z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}}{\alpha_{1} \cdots \alpha_{n} s_{1}^{\alpha_{1}} \cdots s_{n}^{\alpha_{n}}}=-\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha^{-1} s^{-\alpha} z^{\alpha}
$$

we see that the operation of $G(s)$ on $w^{*}(t, z)$ can be written in the form

$$
\begin{equation*}
G(s) w^{*}(t, z)=w^{*}(t, z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1} . \tag{4.2}
\end{equation*}
$$

We now consider some calculations involving the residue operator $\operatorname{Res}_{z}$ given by (3.5).
Lemma 1. Let $s=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{C}^{n}$, and consider a formal power series of the form $\eta(z)=1+\sum_{\alpha \leq-\mathbf{1}} f_{\alpha} z^{\alpha}$. Then we have

$$
\operatorname{Res}_{z} \eta(z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}=s_{1} \cdots s_{n}(\eta(s)-1)
$$

for all $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$.
Proof. First, we write the formal power series $\eta(z)$ in the form

$$
\eta(z)=1+\sum_{\alpha_{1}=-\infty}^{-1} \cdots \sum_{\alpha_{n}=-\infty}^{-1} f_{\left(\alpha_{1}, \ldots, \alpha_{n}\right)} z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}} .
$$

Using this and the power series expansion

$$
\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}=\sum_{r=0}^{\infty}\left(s_{1}^{-1} z_{1}+\cdots+s_{n}^{-1} z_{n}\right)^{r}=\sum_{\beta \geq \mathbf{0}} s^{-\beta} z^{\beta}=\sum_{\beta \geq \mathbf{0}} \frac{z_{1}^{\beta_{1}} \cdots z_{n}^{\beta_{n}}}{s_{1}^{\beta_{1}} \cdots s_{n}^{\beta_{n}}}
$$

with $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right)$, we see that

$$
\begin{aligned}
& \operatorname{Res}_{z} \eta(z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}=\sum_{\alpha_{1}=-\infty}^{-1} \cdots \sum_{\alpha_{1}=-\infty}^{-1} \frac{f_{\left(\alpha_{1}, \ldots, \alpha_{n}\right)}}{s_{1}^{-\alpha_{1}-1} \cdots s_{n}^{-\alpha_{n}-1}} \\
& \quad=s_{1} \cdots s_{n} \sum_{\alpha_{1}=-\infty}^{-1} \cdots \sum_{\alpha_{n}=-\infty}^{-1} f_{\left(\alpha_{1}, \ldots, \alpha_{n}\right)} s_{1}^{\alpha_{1}} \cdots s_{n}^{\alpha_{n}} \\
& =s_{1} \cdots s_{n} \sum_{\alpha \leq-1} f_{\alpha} s^{\alpha}=s_{1} \cdots s_{n}(\eta(s)-1) ;
\end{aligned}
$$

hence the lemma follows.
Lemma 2. Let $s=\left(s_{1}, \ldots, s_{n}\right)$ and $s^{\prime}=\left(s_{1}^{\prime}, \ldots, s_{n}^{\prime}\right)$ be elements of $\mathbb{C}^{n}$, and consider a formal power series of the form $\eta(z)=1+\sum_{\alpha \leq-1} f_{\alpha} z^{\alpha}$. Then we have

$$
\begin{aligned}
& \operatorname{Res}_{z} \eta(z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}^{\prime}}\right)^{-1} \\
&=(\eta(s)-1) \sum_{\alpha \geq \mathbf{0}} \frac{s^{\alpha+1}}{s^{\prime \alpha}}=\left(\eta\left(s^{\prime}\right)-1\right) \sum_{\alpha \geq \mathbf{0}} \frac{s^{\prime \alpha+1}}{s^{\alpha}}
\end{aligned}
$$

for all $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$.
Proof. Using power series expansions and the formal relation

$$
\sum_{r=0}^{\infty}\left(u_{1}+\cdots+u_{n}\right)^{r}=\sum_{\alpha \geq \mathbf{0}} u^{\alpha}
$$

for each $n$-tuple $u=\left(u_{1}, \ldots, u_{n}\right)$, we see that

$$
\begin{aligned}
& \operatorname{Res}_{z} \eta(z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}^{\prime}}\right)^{-1} \\
& \quad=\operatorname{Res}_{z} \eta(z)\left(\sum_{r=0}^{\infty}\left(\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{r}\right)\left(\sum_{r=0}^{\infty}\left(\sum_{r=1}^{n} \frac{z_{r}}{s_{r}^{\prime}}\right)^{r}\right) \\
& \quad=\operatorname{Res}_{z} \eta(z)\left(\sum_{\beta \geq \mathbf{0}} \frac{z^{\beta}}{s^{\beta}}\right)\left(\sum_{\gamma \geq \mathbf{0}} \frac{z^{\gamma}}{s^{\prime \gamma}}\right)=\sum_{\alpha \leq-\mathbf{1}} f_{\alpha} \sum_{\beta+\gamma=-\alpha-\mathbf{1}} \frac{1}{s^{\beta} s^{\prime \gamma}},
\end{aligned}
$$

where the second summation in the previous line is over multi-indices $\beta, \gamma \geq \mathbf{0}$ such that $\beta+\gamma=-\alpha-1$. Using $\beta=-\gamma-\alpha-1$, we obtain

$$
\begin{aligned}
& \operatorname{Res}_{z} \eta(z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}^{\prime}}\right)^{-1} \\
& \quad=\sum_{\alpha \leq-\mathbf{1}} f_{\alpha} \sum_{\gamma \geq \mathbf{0}} \frac{1}{s^{-\gamma-\alpha-1} s^{\prime \gamma}}=\sum_{\alpha \leq-\mathbf{1}} f_{\alpha} s^{\alpha} \sum_{\gamma \geq \mathbf{0}} \frac{s^{\gamma+1}}{s^{\prime \gamma}}=(\eta(s)-1) \sum_{\gamma \geq \mathbf{0}} \frac{s^{\gamma+1}}{s^{\prime \gamma}} .
\end{aligned}
$$

Similarly, by using $\gamma=-\beta-\alpha-1$ we have

$$
\begin{aligned}
& \operatorname{Res}_{z} \eta(z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}^{\prime}}\right)^{-1} \\
&=\sum_{\alpha \leq-\mathbf{1}} f_{\alpha} \sum_{\beta \geq \mathbf{0}} \frac{1}{s^{\beta} s^{\prime-\beta-\alpha-1}}=\sum_{\alpha \leq-\mathbf{1}} f_{\alpha} s^{\alpha \alpha} \sum_{\beta \geq \mathbf{0}} \frac{s^{\prime \beta+1}}{s^{\beta}}=\left(\eta\left(s^{\prime}\right)-1\right) \sum_{\beta \geq \mathbf{0}} \frac{s^{\prime \beta+1}}{s^{\beta}} .
\end{aligned}
$$

Hence the lemma follows.
We now state the main theorem in this section, which shows the existence of the tau function $\tau(t)$ corresponding to a Baker function of the type discussed in Section 3.

Theorem 2. Let $w(t, z)$ be the Baker function in (3.2) corresponding to an element $\phi \in$ $1+P_{-}$, and let $\widehat{w}(t, z)$ be the associated formal power series given by (3.3). Then there is a function $\tau(t)$ with $t=\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}$ such that

$$
\widehat{w}(t, z)=G(z) \tau(t) / \tau(t)
$$

for $z \in \mathbb{C}^{n}$ and $t=\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}$, where $G(z)$ is the operator given by (4.1).
Proof. By (3.7) we have

$$
\operatorname{Res}_{z} w(t, z) G(s) w^{*}(t, z)=0
$$

for each $s \in \mathbb{C}^{n}$. Using this and (4.2), we have

$$
\operatorname{Res}_{z} \widehat{w}(t, z) G(s) \widehat{w}^{*}(t, z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}=0
$$

Thus by Lemma 1 we see that

$$
s_{1} \cdots s_{n}\left(\widehat{w}(t, s) G(s) \widehat{w}^{*}(t, s)-1\right)=0 ;
$$

hence we obtain

$$
\begin{equation*}
\widehat{w}(t, s)^{-1}=G(s) \widehat{w}^{*}(t, s) . \tag{4.3}
\end{equation*}
$$

Similarly, we have

$$
\operatorname{Res}_{z} w(t, z) G(s) G\left(s^{\prime}\right) w^{*}(t, z)=0
$$

for all $s, s^{\prime} \in \mathbb{C}^{n}$, which implies that

$$
\operatorname{Res}_{z} \widehat{w}(t, z) G(s) G\left(s^{\prime}\right) \widehat{w}^{*}(t, z)\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}}\right)^{-1}\left(1-\sum_{r=1}^{n} \frac{z_{r}}{s_{r}^{\prime}}\right)^{-1}=0 .
$$

Using this and applying Lemma 2 to the formal power series

$$
\phi(z)=\widehat{w}(t, z) G(s) G\left(s^{\prime}\right) \widehat{w}^{*}(t, z),
$$

we obtain

$$
\widehat{w}(t, s) G(s) G\left(s^{\prime}\right) \widehat{w}^{*}(t, s)=\widehat{w}\left(t, s^{\prime}\right) G(s) G\left(s^{\prime}\right) \widehat{w}^{*}\left(t, s^{\prime}\right)=1
$$

By combining this with (4.3) we have

$$
\begin{equation*}
\widehat{w}(t, s)\left(G\left(s^{\prime}\right) \widehat{w}(t, s)\right)^{-1}=\widehat{w}(t, s)\left(G(s) \widehat{w}\left(t, s^{\prime}\right)\right)^{-1} \tag{4.4}
\end{equation*}
$$

We now set

$$
h(t, s)=\ln (\widehat{w}(t, s)) .
$$

Then by taking the logarithm of both sides of (4.4) we obtain

$$
\left(1-G\left(s^{\prime}\right)\right) h(t, s)=(1-G(s)) h\left(t, s^{\prime}\right) .
$$

Replacing $s$ and $s^{\prime}$ by $z$ and $\zeta$, respectively, gives us

$$
\begin{equation*}
h(t, z)-G(\zeta) h(t, z)=h(t, \zeta)-G(z) h(t, \zeta) . \tag{4.5}
\end{equation*}
$$

For each $k \in\{1, \ldots, n\}$ we define the differential operator $\mathcal{D}_{k}(z)$ by

$$
\mathcal{D}_{k}(z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha_{k} \alpha^{-1} z^{-\alpha-\mathbf{e}_{k}} \partial_{\alpha}-\frac{\partial}{\partial z_{k}},
$$

where $\partial_{\alpha}=\partial_{t_{\alpha}}=\partial / \partial t_{\alpha}$ with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. For any function $\varphi(t)$, we have

$$
\begin{aligned}
\mathcal{D}_{k}(z) & G(z) \varphi(t)=\mathcal{D}_{k}(z) \varphi\left(\left(t_{\alpha}-\alpha^{-1} z^{-\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}\right) \\
& =\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha_{k} \alpha^{-1} z^{-\alpha-\mathbf{e}_{k}} \partial_{\alpha} \varphi\left(\left(t_{\alpha}-\alpha^{-1} z^{-\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}\right) \\
& -\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha_{k} \alpha^{-1} z^{-\alpha-\mathbf{e}_{k}} \partial_{\alpha} \varphi\left(\left(t_{\alpha}-\alpha^{-1} z^{-\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}\right)=0 .
\end{aligned}
$$

Using this and (4.5), we see that

$$
\mathcal{D}_{k}(z) h(t, z)-G(\zeta) \mathcal{D}_{k}(z) h(t, z)=\mathcal{D}_{k}(z) h(t, \zeta)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha_{k} \alpha^{-1} z^{-\alpha-\mathbf{e}_{k}} \partial_{\alpha} h(t, \zeta) .
$$

Thus for each $\beta \in \mathbb{Z}_{+}^{n}$ we obtain

$$
\begin{aligned}
& \operatorname{Res}_{z} z^{\beta} \mathcal{D}_{k}(z) h(t, z)-G(\zeta) \operatorname{Res}_{z} z^{\beta} \mathcal{D}_{k}(z) h(t, z) \\
& \quad=\operatorname{Res}_{z} \sum_{\alpha \in \mathbb{Z}_{+}^{n}} \alpha_{k} \alpha^{-1} z^{-\alpha+\beta-\mathbf{e}_{k}} \partial_{\alpha} h(t, \zeta)=\beta_{k}\left(\beta+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\beta+\mathbf{1}-\mathbf{e}_{k}} h(t, \zeta),
\end{aligned}
$$

where we used the fact that the $k$-component of $\beta+\mathbf{1}-\mathbf{e}_{k}$ is $\beta_{k}$. Thus, if we set $a_{\alpha, k}=$ $\operatorname{Res}_{z} z^{\alpha} \mathcal{D}_{k}(z) h(t, z)$ for each $\alpha \in \mathbb{Z}_{+}^{n}$, we have

$$
\begin{equation*}
(1-G(\zeta)) a_{\alpha, k}=\alpha_{k}\left(\alpha+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\alpha+\mathbf{1}-\mathbf{e}_{k}} h(t, \zeta) \tag{4.6}
\end{equation*}
$$

for all $\alpha \in \mathbb{Z}_{+}^{n}$ and $k \in\{1, \ldots, n\}$. Hence we obtain

$$
\begin{aligned}
& \alpha_{k}\left(\alpha+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\alpha+\mathbf{1 -}} \mathbf{e}_{k} a_{\beta, k}-\beta_{k}\left(\beta+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\beta+\mathbf{1}-\mathbf{e}_{k}} a_{\alpha, k} \\
& \quad=G(\zeta)\left(\alpha_{k}\left(\alpha+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\alpha+\mathbf{1}-\mathbf{e}_{k}} a_{\beta, k}-\beta_{k}\left(\beta+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\beta+\mathbf{1}-\mathbf{e}_{k}} a_{\alpha, k}\right),
\end{aligned}
$$

which implies that

$$
\alpha_{k}\left(\alpha+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\alpha+\mathbf{1}-\mathbf{e}_{k}} a_{\beta, k}=\beta_{k}\left(\beta+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\beta+\mathbf{1}-\mathbf{e}_{k}} a_{\alpha, k}
$$

for all $\alpha, \beta \in \mathbb{Z}_{+}^{n}$. Therefore there is a function $\tau(t)$ such that

$$
a_{\alpha, k}=-\alpha_{k}\left(\alpha+\mathbf{1}-\mathbf{e}_{k}\right)^{-1} \partial_{\alpha+\mathbf{1}-\mathbf{e}_{k}} \ln \tau(t) .
$$

By combining this with (4.6) we obtain

$$
\partial_{\alpha+\mathbf{1}-\mathbf{e}_{k}} h(t, \zeta)=\alpha_{k}^{-1}\left(\alpha+\mathbf{1}-\mathbf{e}_{k}\right)(1-G(\zeta)) a_{\alpha, k}=-(1-G(\zeta)) \partial_{\alpha+\mathbf{1}-\mathbf{e}_{k}} \ln \tau(t)
$$

for all $\alpha \in \mathbb{Z}_{+}^{n}$ and $k \in\{1, \ldots, n\}$; hence we see that

$$
h(t, \zeta)=-(1-G(\zeta)) \ln \tau(t) .
$$

Thus it follows that

$$
\ln (\widehat{w}(t, \zeta))=h(t, \zeta)=-\ln \tau(t)+G(\zeta) \ln \tau(t)=\ln (G(\zeta) \tau(t) / \tau(t)) .
$$

Thus we obtain

$$
\widehat{w}(t, \zeta)=G(\zeta) \tau(t) / \tau(t),
$$

and therefore the proof of the theorem is complete.

## 5 Concluding remarks

As is mentioned in the introduction, Baker functions associated to single-variable pseudodifferential operators provide formal solutions of soliton equations. Baker functions for pseudodifferential operators of several variables also determine solutions of soliton equations, and by Theorem 2 we see that the Baker function in (3.2) can be written in the form

$$
w(t, z)=\widehat{w}(t, z) e^{\xi(t, z)}=(G(z) \tau(t) / \tau(t)) e^{\xi(t, z)},
$$

where $\xi(t, z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} t_{\alpha} z^{\alpha}$. The function $\tau(t)$ with $t=\left(t_{\alpha}\right)_{\alpha \in \mathbb{Z}_{+}^{n}}$ is a tau function for pseudodifferential operators of several variables. Thus we have extended the expression of a Baker function in term of the corresponding tau function to the case of pseudodifferential operators of several variables.
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