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1 Introduction

Collections of self-adjoint operators that act on a separable complex Hilbert space H,
dimH ≤ ∞, have their spectra, σ(Ak), in given finite sets Mk ⊂ R, k = 1, . . . , n, and are
such that the sum of them is a multiple of the identity operator play an important role in
analysis, algebraic geometry, representation theory, and mathematical physics (see [1, 2]
and the bibliography therein). The problem of describing the set Σn of values of the
parameter α for which there exists a Hilbert space H, n orthogonal projections on H,
P1, . . . , Pn, which are operators with the spectra in {0, 1}, and such that

∑n
k=1 Pk = αIH

has been studied in [3, 4, 5]. The latter condition is equivalent to the fact that the ∗-algebra

Pn,α = C〈p1, . . . , pn | p2
k = p∗k = pk(k = 1, . . . , n),

n∑

k=1

pk = αe〉

has ∗-representations on a Hilbert space. Since the dimension of H is not fixed (it could
even be infinite), it is difficult to describe Σn by using Horn’s inequalities, see [1, 2] and
the bibliography therein.

In this survey, following [5], we describe the set Σn. For n ≤ 4, the set Σn is discrete,
and the description of Σn and the corresponding representations have become a part of
the mathematical folklore (a survey of the main results and a bibliography can be found
in [5]). However, it turns out that the set Σn contains a nonempty interval for n ≥ 5. If

n ≥ 4, Σn = Λn ∪ [n−
√

n2−4n
2 , n+

√
n2−4n
2 ] ∪ (n − Λn), where Λn is a discrete set which is

the union of the following two series:

Λ1
n =




0, 1 +
1

n − 1
, 1 +

1

n − 2 − 1
n−1

, 1 +
1

n − 2 − 1
n−2− 1

n−1

, . . .




 ,

Λ2
n =




1, 1 +
1

n − 2
, 1 +

1

n − 2 − 1
n−2

, 1 +
1

n − 2 − 1
n−2− 1

n−2

, . . .




 .
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We also give the following expression for Λn:

Λn =

{
n −

√
n2 − 4n coth(kArch(

√
n

2 ))

2
| k ∈ N

}
.

All points of the sets Σn were found with the help of an approach to the description
of the sets Σn based on the introduction of two functors Φ+ and Φ− on the categories
RepPn,α of ∗-representations of the algebras Pn,α, see [6]. The functors Φ+ and Φ−

will be called Coxeter functors, because their structure and the role in the description of
representations of the algebras Pn,α are similar to those of the Coxeter functors in [7] in
many respects.

Note that the problem of finding values of the parameter τ ∈ R such that the ∗-algebra
T L∞,τ = C〈p1, . . . , pn, · · · | p2

k = pk = p∗k(k ∈ N); pkpj = pjpk, |k− j| ≥ 2; pkpk±1pk = τpk〉
has at least one representation is similar and goes back to the famous series of works of
V. Jones (see [8]).

2 A description of the set Σn.

2.1 Preliminaries.

2.1.1 Elementary properties of Σn.

Proposition 1. (a) Σn ⊂ [0, n];

(b) {0, 1, . . . , n} ⊂ Σn;

(c) (0, 1) ∩ Σn = ∅;

(d) (1, 1 + 1
n−1) ∩ Σn = ∅;

(e) α ∈ Σn ⇐⇒ n − α ∈ Σn.

Proof. (a) We have 0 ≤ α ≤ n, since the equivalent identities
∑n

k=1 Pk = αI and∑n
k=1(I − Pk) = (n − α)I have positive operators in the left-hand sides.

(b) If Pk are projections in a one-dimensional space such that m of them are identities
and the other are zeros, then

∑n
k=1 Pk = mI.

(c) Σn ∩ (0, 1) = ∅, since if 0 < α < 1 and
∑n

k=1 Pk = αI, then at least one projection
Pj 6= 0. Then

∑n
k 6=j Pk = αI − Pj . But there is a nonnegative operator in the left-hand

side of this identity, whereas the right-hand side is an operator which is not nonnegative.
A contradiction.

(d) Let us first give a simple proof assuming that dimH = m < ∞. Let Pi, i = 1, . . . , n,
be projections in the space H, 0 < ǫ, and the sum of the projections equal (1 + ǫ)I. Then
∀k, k = 1, . . . , n, we have

∑n
i6=k Pi = (1 + ǫ)I − Pk and

∑n
i6=k tr(Pi) = (1 + ǫ)m − tr(Pk)

(m is the dimension of H). Since
∑n

i6=k tr(Pi) ≥ rank(
∑n

i6=k(Pi)) = m, we have that
tr(Pk) ≤ ǫm. Because k is arbitrary, (1 + ǫ)m =

∑n
i=1 tr(Pi) ≤

∑n
i=1 ǫm = mnǫ, whence

ǫ ≥ 1
n−1 .

If the space H is separable, to prove property (d) we will need the following lemmas
on the spectrum of a sum of orthogonal projections.
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Lemma 1. Let a number 1 ≥ τ > 0 and projections P1, P2 be given. Then if λ ∈
σ(τP1 + P2), λ 6= 0, τ, 1, 1 + τ , we have that 1 + τ − λ ∈ σ(τP1 + P2).

Proof. It is sufficient to check the statement of the lemma for irreducible pairs of or-
thogonal projections. Irreducible pairs of orthogonal projections can only be one and two-
dimensional. For one-dimensional pairs of projections, λ ∈ σ(τP1 + P2) ⊂ {0, τ, 1, 1 + τ}.
Any two-dimensional pair of orthogonal projections is unitarily equivalent to the pair

(
1 0
0 0

)
and

(
cos2 φ cos φ sin φ

cos φ sin φ sin2 φ

)

for some 0 < φ < π/2, and the statement of the lemma for this pair is verified directly. �

Corollary 1. If 0 < ǫ < τ ≤ 1 and τP1+P2 ≤ (1+ǫ)I, then τP1+P2 ≥ (τ−ǫ)PIm P1+Im P2,
where PIm P1+Im P2 is the orthogonal projection onto the closed linear span of ImP1+Im P2.

Proof. Suppose that there exists a number λ ∈ σ(τP1 + P2) such that 0 < λ < (τ − ǫ).
Then 1+ τ −λ > 1+ ǫ. However, by Lemma 1, 1+ τ −λ ∈ σ(τP1 +P2), which contradicts
the conditions of the corollary. �

In the next lemma, we consider the case of a greater number of orthogonal projections.

Let P1, . . . , Pk be projections on a Hilbert space. Define the subspaces Hk = Im P1 +
· · · + Im Pk in H as closed linear spans of Im P1 + · · · + Im Pk in H.

Lemma 2. Let 0 < ǫ < 1 and
∑n

k=1 Pk ≤ (1 + ǫ)I. Then
∑m

k=1 Pk ≥ (1 − (m − 1)ǫ)PHm

for all m = 1, 2, . . . , n.

Proof. We use induction on m. For m = 2, the statement of the lemma is directly
deduced from Corollary 1, since P1 + P2 ≤ (1 + ǫ)I. Let now m > 2 be fixed and∑m−1

k=1 Pk ≥ (1−(m−2)ǫ)PHm−1 . Then
∑m

k=1 Pk ≤ (1+ǫ)I and, by Corollary 1,
∑m

k=1 Pk =∑m−1
k=1 Pk + Pm ≥ (1 − (m − 2)ǫ)PHm−1 + Pm ≥ (1 − (m − 1)ǫ)PHm

. �

Let us now proceed with the proof of property (d). If Pk are projections on H, ǫ > 0,
and

∑n
k=1 Pk = (1 + ǫ)I, then the operator

∑n−1
k=1 Pk = (1 + ǫ)I − Pn has the diagonal

form in a certain basis, diag {1 + ǫ, . . . , 1 + ǫ, . . . , ǫ, . . . ǫ, . . . }. This shows that the space
Hn−1 coincides with the entire H and ǫ ∈ σ(P1 + · · ·+ Pn−1). By applying Lemma 2 with
m = n − 1, we get ǫ ≥ 1 − (n − 2)ǫ, that is, ǫ ≥ 1

n−1 .

(e) If P1, . . . , Pn are orthogonal projections on H such that
∑n

1 Pk = αI, then P⊥
k

are orthogonal projections on H such that
∑n

k=1 P⊥
k =

∑n
k=1(I − Pk) = nI −∑n

k=1 Pk =
(n − α)I. Hence, (n − α) ∈ Σn. �

Remark 1. The ∗-algebras Pn,α and Pn,n−α are isomorphic. Therefore, the categories of
their ∗-representations, RepPn,α and RepPn,n−α, coincide. Indeed, let Pn,α = C〈p1, . . . , pn |
p2

k = p∗k = pk,
∑n

k=1 pk = αe〉, and Pn,n−α = C〈p̃1, . . . , p̃n | p̃2
k = p̃∗k = p̃k,

∑n
k=1 p̃k =

(n − α)e〉. Then the mapping pk 7→ e− p̃k defines a ∗-isomorphism of the ∗-algebras Pn,α

and Pn,n−α.
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2.1.2 A description of Σn and ∗-representations of the ∗-algebras Pn,α, α ∈ Σn

for n ≤ 4.

Several papers deal with this problem (see [9, 10, 11, 12, 13, 14] e.a.) The following simple
assertion holds.

Proposition 2. (a) Σ3 = {0, 1, 3
2 , 2, 3};

(b) P3,α = 0, if α /∈ Σ3;

(c) P3,0 = P3,3 = C
1, P3,1 = P3,2 = C

1 ⊕ C
1 ⊕ C

1, P3,3/2 = M2(C
1);

(d) There exists a unique, up to a unitary equivalence, irreducible representation of the
algebra P3,3/2,

P1 =

(
1 0
0 0

)
, P2 =

(
1
4

√
3

4√
3

4
3
4

)
, P3 =

(
1
4 −

√
3

4

−
√

3
4

3
4

)
.

All the algebras P4,α are already infinite dimensional; only the algebra P4,2 is a PI-
algebra (see [15]). However, Σ4 and the ∗-representations P4,α, α ∈ Σ4, have a simple
structure (see, for example, [14]).

Proposition 3. (a) Σ4 = {0, 1, 1 + k
k+2(k ∈ N), 2, 3 − k

k+2(k ∈ N), 3, 4};

(b) The ∗-algebra P4,0 has a unique representation, P1 = P2 = P3 = P4 = 0;

(c) The ∗-algebra P4,1 has 4 irreducible (nonequivalent, one-dimensional) representa-
tions, P1 = · · · = Pk−1 = Pk+1 = · · · = P4 = 0, Pk = 1, k = 1, 2, 3, 4;

(d) For odd k, there exists a unique (up to an equivalence) (k+2)-dimensional irreducible
representation of the ∗-algebra Pn,1+ k

k+2
;

(e) For even k = 2k1, there exist four nonequivalent (k1 + 1)-dimensional irreducible
representations of the ∗-algebra Pn,1+ k

k+2
;

(f) The algebra P4,2 is a PI-algebra. The irreducible ∗-representations of P4,2 are
one- and two-dimensional. There exist six nonequivalent one-dimensional repre-
sentations of P4,2,— two projections equal zero and two projections equal the iden-
tity. Nonequivalent two-dimensional representations πa,b,c of the ∗-algebra P4,2 de-
pend on points of the set

{
(a, b, c) ∈ R

3 | a2 + b2 + c2 = 1, a > 0, b > 0, c ∈ [−1, 1] ,
or a = 0, b > 0, c > 0 , or a > 0, b = 0, c > 0}, the operators of the representation are
the following:

πa,b,c(p1) =
1

2

(
1 + a −b − ic
−b + ic 1 − c

)
, πa,b,c(p2) =

1

2

(
1 − a b − ic
b + ic 1 + a

)
,

πa,b,c(p3) =
1

2

(
1 − a −b + ic
−b − ic 1 + a

)
, πa,b,c(p4) =

1

2

(
1 + a b + ic
b − ic 1 − a

)
.

We remark that a proof of items (a) – (e) and the formulas for the operators of the
irreducible representations of the ∗-algebras P4,α, α ∈ Σ4, can be obtained from the
constructions carried out below for the ∗-algebras Pn,α, where n ≥ 4.
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2.2 On Coxeter functors and their properties

2.2.1 Functors of linear and hyperbolic reflections

Let us construct a functor T : RepPn,α −→ RepPn,n−α, α < n. If π is a representation
in the category RepPn,α and π(pi) = Pi are projections on the space H, then, on the
same space, the operators P⊥

i = IH − Pi define a representation T (π) in the category
RepPn,n−α. Functor T is identity on morphisms.

In the sequel, we will call the functor T the linear reflection functor. It is clear that
T 2 = Id, where Id is the identity functor.

Construct now a functor S : RepPn,α −→ RepPn,1+ 1
α−1

, α > 1 (in the proceeding, we

call it the hyperbolic reflection functor).
Let π be a representation of the algebra Pn,α, π(pi) = Pi, where Pi are orthogonal

projections on the space H. Consider the spaces Hi = Im Pi and the natural isometries
Γi : Hi −→ H. Then Γ∗

i : H −→ Hi are epimorphisms and

Γ∗
i Γi = IHi

, Pi = ΓiΓ
∗
i . (2.1)

Let H = H1 ⊕ H2 ⊕ · · · ⊕ Hn. Define the linear operator Γ : H −→ H by its Pierce
decomposition, Γ = [Γ1,Γ2, . . . ,Γn].

Since ΓΓ∗ =
∑n

i=1 ΓiΓ
∗
i =

∑n
i=1 Pi = αIH , we have that ( 1√

α
Γ)( 1√

α
Γ∗) = IH , so that

1√
α
Γ∗ is an isometry of the space H into H. Let Ĥ be the orthogonal complement to Im Γ∗

in H.

Denote by
√

α−1
α △∗ the natural isometry of Ĥ into H. Then U∗ =

[√
α−1

α △∗, 1√
α
Γ∗
]

is

a unitary operator from the space Ĥ⊕H onto the space H. Since H = H1⊕H2⊕· · ·⊕Hn,
the operator U has the following Pierce decomposition:

U =

[ √
α−1

α △1

√
α−1

α △2 . . .
√

α−1
α △n

1√
α
Γ1

1√
α
Γ2 . . . 1√

α
Γn

]

,

U : H −→ Ĥ ⊕ H, △i : Hi −→ Ĥ, △∗
i : Ĥ −→ Hi. Since U∗U = IH, we have that

α−1
α △∗

i△i + 1
αΓ∗

i Γi = IHi
or (since Γ∗

i Γi = IHi
) △∗

i△i = IHi
(i = 1, . . . , n). Moreover,

α−1
α △∗

i△j + 1
αΓ∗

i Γj = 0 for i 6= j, so that △∗
i△j = − 1

α−1Γ∗
i Γj for i 6= j. Since UU∗ =

IĤ⊕H , we have that α−1
α (△1△∗

1 + · · · + △n△∗
n) = IĤ , or

∑n
i=1 △i△∗

i = α
α−1IĤ . Besides,

√
α−1
α

∑n
i=1 △iΓ

∗
i = 0, i.e.,

∑n
i=1 △iΓ

∗
i = 0. Hence, we have the following formulas:

△∗
i△i = IHi

, i = 1, . . . , n; (2.2a)

n∑

i=1

△i△∗
i =

α

α − 1
IĤ ; (2.2b)

△∗
i△j = − 1

α − 1
Γ∗

i Γj for i 6= j; (2.2c)

n∑

i=1

△iΓ
∗
i = 0. (2.2d)
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Define now the functor S as follows: S(π) = π̂, where π̂(pi) = △i△∗
i . It is easy to verify

that identity (2.2a) implies that △i△∗
i are orthogonal projections which are denoted in

the sequel by Qi (Qi : Ĥ −→ Ĥ). Identity (2.2b) means that
∑n

i=1 Qi = α
α−1IĤ , that is,

π̂ is a representation of the algebra Pn,1+ 1
α−1

.

Let C be a morphism from a representation π to a representation π̃, i.e., a mapping
C : H −→ H̃ such that Cπ(pi) = π̃(pi)C. Denote by Ci the restriction of the operator C
to the space Hi; Ci maps Hi into the space H̃i. It is easy to see that

CΓi = Γ̃iCi; (2.3a)

CiΓ
∗
i = Γ̃∗

i C. (2.3b)

It follows from relations (2.3) that

Ci = Γ̃∗
i CΓi; (2.4a)

C =
1

α

n∑

i=1

Γ̃iCiΓ
∗
i . (2.4b)

Using a formula similar to formula (2.4b) we set Ĉ = α−1
α

∑n
i=1 △̃iCi△∗

i . Let us show

that Ĉ is a morphism from the representation π̂ = S(π) into the representation ˆ̃π = S(π̃),
i.e., Ĉπ̂(pi) = ˆ̃π(pi)Ĉ or ĈQk = Q̃kĈ (k = 1 . . . , n).

It will suffice to prove that Ĉ△k = △̃kCk and Ck△∗
k = △̃∗

kĈ (then ĈQk = Ĉ△k△∗
k =

△̃kCk△∗
k = △̃k△̃∗

kĈ = QkĈ). We have Ĉ△k = α−1
α

∑n
i=1 △̃iCi(△∗

i△k). By using (2.2a)

and (2.2d) we get Ĉ△k = − 1
α

∑n
i=1,i6=k △̃i(CiΓ

∗
i )Γk + α−1

α △̃kCk. It follows from (2.3b)

that Ĉ△k = − 1
α

∑n
i=1,i6=k △̃iΓ̃

∗
i (CΓk) + α−1

α △̃kCk, and (2.3a) yields Ĉ△k = − 1
α

∑n
i=1,i6=k

△̃iΓ̃
∗
i Γ̃kCk + α−1

α △̃kCk. Using (2.4b) we get Ĉ△k = 1
α△̃kΓ̃

∗
kΓ̃kCk + α−1

α △̃kCk = 1
α△̃kCk +

α−1
α △̃kCk = △̃kCk, what was to be proved.

Similarly, △̃∗
kĈ = α−1

α

∑n
i=1 △̃∗

k△̃iCi△∗
i = − 1

α

∑n
i=1,i6=k Γ̃∗

k(Γ̃iCi)△∗
i + α−1

α Ck△∗
k =

− 1
α

∑n
i=1,i6=k Γ̃∗

kCΓi△∗
i +

α−1
α Ck△∗

k = − 1
α

∑n
i=1,i6=k CkΓ

∗
kΓi△∗

i +
α−1

α Ck△∗
k = 1

αCkΓ
∗
kΓk△∗

k+
α−1

α Ck△∗
k = 1

αCk△∗
k + α−1

α Ck△∗
k = Ck△∗

k.

Define S(C) = Ĉ. This completes the construction of the functor S.

Remark 2. A more precise notation for the functor S would include indices that indicate
the category Rep Pn,α on which it is defined, for example, Sn,α. But it is more convenient
for us to regard the functor S as being the same for each category Rep Pn,α, α > 1.

Remark 3. The restriction of the constructed unitary operator U : H1⊕H2⊕· · ·⊕Hn −→

Ĥ ⊕H to the subspace Hi is the isometry Bi =

[ √
α−1

α △i
1√
α
Γi

]
of the space Hi into Ĥ ⊕H,

so that the operator Pi = BiB∗
i is an orthogonal projection in the space Ĥ ⊕ H,

Pi =

[
α−1

α △i△∗
i

√
α−1
α △iΓ

∗
i√

α−1
α Γi△∗

i
1
αΓiΓ

∗
i

]

=

[
α−1

α Qi

√
α−1
α △iΓ

∗
i√

α−1
α Γi△∗

i
1
αPi

]

.

Using identities (2.2) it is easy to check that P1 + P2 + · · · + Pn = IĤ⊕H . We thus have
constructed a concrete “joint” dilatation of resolutions of the identity operators IĤ =
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α−1
α Q1 + · · ·+ α−1

α Qn and IH = 1
αP1 + · · ·+ 1

αPn in the spaces Ĥ and H, correspondingly,

to a decomposition of the identity operator in the spaces Ĥ ⊕H into a sum of orthogonal
projections.

Theorem 1. We have S2 = Id (by Id we denote the identity functor on the corresponding
category Rep Pn,α). The functor S defines an equivalence between the categories Rep Pn,α

and Rep Pn,1+ 1
α−1

.

Proof. Since Ci = Γ̃∗
i CΓi, Ci = △̃∗

i Ĉ△i, and C = 1
α

∑n
i=1 Γ̃iCiΓ

∗
i , Ĉ = α−1

α

∑n
i=1 △̃iCi△∗

i ,
we have that the functor S is strict and full. Each representation π̂ in the category
Rep Pn,1+ 1

α−1
is equivalent to one of the representations S(π) (for example, S2(π̂)). The

operators Γi, △i enter the matrix U symmetrically, so that S2 = Id . �

2.2.2 The Coxeter functors Φ+ and Φ−. The Coxeter mappings Φ+ and Φ−

on Σn and on the dimensions of the representations.

Define now the functors Φ+ and Φ− as follows: Φ+ = ST for α < n − 1, Φ− = TS for
α > 1. In what follows, we call these functors the Coxeter functors on the set of categories
Rep Pn,α.

Theorem 2. The functors Φ+ : Rep Pn,α −→ Rep Pn,1+ 1
n−1−α

, Φ− : Rep Pn,α −→
Rep Pn,n−1− 1

α−1
define an equivalence of the corresponding categories; Φ+Φ− = Id ,

Φ−Φ+ = Id .

Proof. The proof follows in an evident way from Theorem 1 and a similar assertion for
the functor T . �

The functors Φ+, Φ−, S, T give rise to mappings on the sets of dimensions of represen-
tations (in the case where the representations are finite dimensional) and on the set Σn.
These mappings will be denoted with the same symbols as the functors.

By the generalized dimension of a representation π of the algebra Pn,α on a space H,
we will call the vector (d; d1, . . . , dn), where d = dim H, di = dim Hi (Hi = Im Pi).

It is easy to see how the dimension changes when passing to the representations S(π)
and T (π),

S(d; d1, d2, . . . , dn) = (
∑n

i=1 di − d; d1, d2, . . . , dn),

T (d; d1, d2, . . . , dn) = (d; d − d1, d − d2, . . . , d − dn).
(2.5)

For the set of the generalized dimension, the mappings Φ+, Φ− are compositions of the
mappings (2.5).

The number-valued mappings T , S, Φ+, Φ− on Σn are given by T (α) = n−α, S(α) =
1 + 1

α−1 , Φ+(α) = 1 + 1
n−1−α , Φ−(α) = n − 1 − 1

α−1 . Denote Φ+k(α) = Φ+(Φ+ k−1(α))

(Φ+0 is the identity mapping). Let Φ+k(α) = 1 +
ak−1

ak
(k ∈ N). Then ~a = (a0, a1, a2, . . . )

is a linear recurrence sequence with the characteristic polynomial F (x) = x2− (n−2)x+1
and the initial vector (1, n − 1 − α). As is well known, the linear space L(F ) of all linear
recurrence sequences with a fixed characteristic polynomial F (x) is a module over the
polynomial ring R[x] if setting x~a = (a1, a2, . . . ) (a shift to the left by one position). Here,
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this module is cyclic with a generating element ~e = (0, 1, . . . ) which is a recurrence sequence
from L(F ) having (0, 1) as the initial vector. A polynomial φ(x) satisfying ~a = φ(x)~e is
called a generator of the sequence ~a.

It is easy to see that ~a = (1, n−1−α, a2, a3, . . . ) = (x+1−α)~e. Let us first construct the
recurrence sequence ~e, ~e = (b0, b1, b2, . . . ) ≡ (0, 1, n−2, (n−2)2−1, (n−2)3−2(n−2), . . . ).

One easily proves by induction that bk =
∑[ k−1

2
]

i=0 (−1)iCi
k−1−i(n − 2)k−1−2i, k ≥ 2, so that

ak = bk+1 + (1−α)bk and Φ+(α) = 1 + 1
n−1−α , Φ+2(α) = 1 + a1

a2
, Φ+k(α) = 1 +

ak−1

ak

, that

is, Φ+k(α) = 1 +
∑[ k−1

2 ]

i=0 (−1)iCi

k−1−i
(n−2)k−1−2i+(1−α)

∑[ k−2
2 ]

i=0 (−1)iCi

k−2−i
(n−2)k−2−2i

∑[ k
2 ]

i=0(−1)iCi

k−i
(n−2)k−2i+(1−α)

∑[ k−1
2 ]

i=0 (−1)iCi

k−1−i
(n−2)k−1−2i

.

2.3 About the set Σn.

Having constructed the functors S, T , Φ+, Φ−, we, at the same time, have proved the
following lemma.

Lemma 3. Let α ∈ Σn. Then T (α) ∈ Σn. If α > 1, then the number S(α) ∈ Σn and the
number Φ−(α) ∈ Σn. If α < n − 1, then Φ+(α) ∈ Σn.

The following is the main theorem of this section.

Theorem 3. Σn = {Λ1
n,Λ2

n, [n−
√

n2−4n
2 , n+

√
n2−4n
2 ], n − Λ1

n, n − Λ2
n}.

The proof of the theorem is split into two parts, — a description of points of the discrete
spectrum and a description of points of the continuous spectrum.

Lemma 4. The set Σn ∩ [0; n−
√

n2−4n
2 ) consists of two sequences of points. The first one

is the sequence xk = Φ+k(0), k = 0, 1, . . . , that makes the set

Λ1
n = {0, 1 +

1

n − 1
, 1 +

1

(n − 2) − 1
n−1

. . . , 1 +
1

(n − 2) − 1
(n−2)− 1

...
−

1
(n−1)

, . . . }.

The second one is yk = Φ+k(1), k = 0, 1, . . . , that makes the set

Λ2
n = {1, 1 +

1

n − 2
, 1 +

1

(n − 2) − 1
n−2

. . . , 1 +
1

(n − 2) − 1
(n−2)− 1

...
−

1
(n−2)

, . . . } .

These two sequences converge to the points βn = n−
√

n2−4n
2 , as n → ∞.

Proof. If n ≥ 4, we have · · · < Φ+k(0) < Φ+k(1) < Φ+(k+1)(0) < Φ+(k+1)(1) < · · · < βn

and limk→∞ Φ+k(0) = limk→∞ Φ+k(1) = βn. The open intervals (Φ+k(0),Φ+k(1)) and
(Φ+k(1),Φ+(k+1)(0)) do not contain the points Σn, since (0, 1) ∩ Σn = (1, 1 + 1

n−1) ∩
Σn = ∅. Hence, by Theorem 2, Φ+ is a functor that gives the equivalence. Hence,

Σn ∩ [0; n−
√

n2−4n
2 ) = Λ1

n ∪ Λ2
n. �

Let us now prove that (βn, n−βn) ⊂ Σn. To do this, we will need the following lemmas.
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Lemma 5. If [3/2, 2] ⊂ Σ5, then [2, n − 2] ⊂ Σn.

Proof. Let [3/2, 2] ⊂ Σ5. By applying the functor Φ− to the line segment [3/2, 2], we get,
by Lemma 3, that [2, 3] ⊂ Σ5. Now, using induction on n we prove that [2, n − 2] ⊂ Σn

for n ≥ 5. Let k ≥ 5 and [2, k− 2] ⊂ Σk. Since Σk ⊂ Σk+1, we have that [2, k− 2] ⊂ Σk+1.
If α ⊂ [k − 2, (k + 1) − 2], the number (α − 1) ⊂ Σk, and so there is a representation
P1 + · · ·+Pk = (α−1)I, where Pi are certain projections from L(H). By setting Pk+1 = I,
we get P1 + · · · + Pk+1 = αI. Hence, [k − 2, (k + 1) − 2] ⊂ Σk+1 and, consequently,
[2, (k + 1) − 2] ⊂ Σk+1. �

Lemma 6. If [2, n − 2] ⊂ Σn, then (n−
√

n2−4n
2 , n+

√
n2−4n
2 ) ⊂ Σn.

Proof. The mapping Φ+ is continuous. So, since Φ+(2) = 1 + 1
n−3 and Φ+(n − 2) = 2,

we have that [1 + 1
n−3 , 2] ⊂ Σn. Now, Φ+(1 + 1

n−3) = 1 + 1
n−2− 1

n−3

and Φ+(2) = 1 + 1
n−3 ,

that is, [1+ 1
n−2− 1

n−3

, 1+ 1
n−3 ] ⊂ Σn. By continuing this process, we see that (βn, 2] ⊂ Σn,

where βn = limk−→∞ Φ+k(2) = n−
√

n2−4n
2 . Using the mapping T we get that Σn contains

the interval [n − 2, n − βn) and, consequently, (βn, n − βn) ⊂ Σn. �

Lemma 7. (3/2, 2) ⊂ Σ5.

Before proving the lemma, let us prove two auxiliary results. Everywhere in the sequel,
α ∈ (3/2, 2) and ǫ = α − 1.

We will need the following definition.

Definition 1. By a sewing of the matrices

A =




a11 . . . a1m
...

...
am1 . . . amm



 and B =




b11 . . . b1l
...

...
bl1 . . . bll



 ,

we mean the matrix of the form




a11 . . . a1m−1 a1m 0 . . . 0
...

...
...

...
...

am1 . . . amm−1 amm + b11 b12 . . . b1l
...

...
...

...
...

0 . . . 0 bl1 bl2 . . . bll




,

which is denoted in the sequel by A+̃B.

It follows directly from the definition that if the matrices P1, P2, . . . , Pk are projections,
then the matrix P1+̃P2+̃ . . . +̃Pk is a sum of k projections (the matrix Pi is augmented with
zero rows and zero columns if necessary as to get the needed dimension). In particular,

if 0 ≤ x ≤ 2 and τ = (x − 1)2, then the matrix (1)+̃

(
τ

√
τ − τ2√

τ − τ2 1 − τ

)
with the

spectrum {x, 2−x} is a sum of the two projections,

(
1 0
0 0

)
and

(
τ

√
τ − τ2√

τ − τ2 1 − τ

)
.
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Then the matrix

(
1 − τ1

√
τ1 − τ2

1√
τ1 − τ2

1 τ1

)
+̃

(
x 0
0 2 − x

)
is a sum of three projections.

It is easy to check that if ǫ ≤ x ≤ α, τ1 = ǫ(α−x)
x , then it has the spectrum {x−ǫ, α, 2−x}.

Let us prove the following statement.

Proposition 4. Let ǫ ≤ a ≤ α and, for some k ∈ {0, 1, 2}, the inequalities 0 < 2−a−kǫ ≤
ǫ hold. Then the matrix diag {a, α, . . . , α︸ ︷︷ ︸

k times

, 2 − a − kǫ} is a sum of three projections.

Proof. The cases where k = 0 and k = 1 have been considered above. Let k = 2 and
0 < 2 − a − kǫ ≤ ǫ. Set

Q =

(
(a + ǫ)/2 1

2

√
2a + 2ǫ − (a + ǫ)2

1
2

√
2a + 2ǫ − (a + ǫ)2 1 − (a + ǫ)/2

)
,

R =

(
(a + ǫ)/2 −1

2

√
2a + 2ǫ − (a + ǫ)2

−1
2

√
2a + 2ǫ − (a + ǫ)2 1 − (a + ǫ)/2

)
,

τ1 = ǫ(1−a)
a+ǫ , τ2 = ǫ(a+2ǫ−1)

2−a−ǫ . Then the spectrum of the matrix

D =

(
1 − τ1

√
τ1 − τ2

1√
τ1 − τ2

1 τ1

)
+̃(Q + R)+̃

(
τ2

√
τ2 − τ2

2√
τ2 − τ2

2 1 − τ2

)

consists of the points a, α, α, 2 − a − 2ǫ, counting the multiplicity. Since
(

1 − τ1

√
τ1 − τ2

1√
τ1 − τ2

1 τ1

)
⊕
(

τ2

√
τ2 − τ2

2√
τ2 − τ2

2 1 − τ2

)

is a projection, the matrix D, as well as any matrix that is equivalent to it, can also be
represented as a sum of three projections. �

Let us now consider sums of five projections.

Proposition 5. Let 1 ≤ b ≤ α. Then for some k ∈ {1, 2, 3}, we have 0 < 3 − b − kǫ ≤ ǫ
and there exist five projections P1, . . . , P5 such that

∑5
1 Pi = diag {b, α, . . . , α︸ ︷︷ ︸

k times

, 3− b− kǫ}.

Proof. Since 1 ≤ b ≤ α, we have that ǫ < 3−α ≤ 3−b ≤ 2 ≤ 4ǫ. Whence, 0 < 3−b−kǫ ≤ ǫ
for some k ∈ {1, 2, 3}. Let now b and k be fixed and 0 < 3 − b − kǫ ≤ ǫ. Define

Q1 =

(
b/2

√
b/2 − b2/4√

b/2 − b2/4 1 − b/2

)
, Q2 =

(
b/2 −

√
b/2 − b2/4

−
√

b/2 − b2/4 1 − b/2

)
.

It follows from Proposition 4 that for the number a = α − (2 − b) there exist projections
Q3, Q4, and Q5 such that

Q3 + Q4 + Q5 = diag {a, α, . . . , α︸ ︷︷ ︸
k−1 times

, 2 − a − (k − 1)ǫ}.

The matrix D = (Q1+Q2)+̃(Q3 +Q4+Q5) can be represented as a sum of five projections
P1, . . . , P5 constructed from the matrices Q1, . . . , Q5 using the sewing operation. At the
same time, D = diag {b, α, . . . , α︸ ︷︷ ︸

k times

, 3 − b − kǫ}. �
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Remark 4. The matrices P1, . . . , P5 from Proposition 5 satisfy the following condition:

P1 diag {0, . . . , 0, 1} = P2 diag {0, . . . , 0, 1} = 0,

P3 diag {1, 0, . . . , 0} = P4 diag {1, 0, . . . , 0} = P5 diag {1, 0, . . . , 0} = 0.

Hence, the matrices Pi+̃ . . . +̃Pi︸ ︷︷ ︸
l times

, l ∈ N ∪∞, are also projections for i = 1, . . . , 5.

Proof of Lemma 7. Let b1 = α. It follows from Proposition 5 that there exist a number
k1 and projections P 1

1 , . . . , P 1
5 such that

∑5
1 P 1

i = diag {b1, α, . . . , α︸ ︷︷ ︸
k1 times

, 3 − b1 − k1ǫ}. By

choosing b2 = α − (3 − b1 − k1ǫ) (clearly, 1 ≤ b2 ≤ α) and using the constructions in
Proposition 5, we find projections P 2

1 , . . . , P 2
5 such that

∑5
1 P 2

i = diag {b2, α, . . . , α︸ ︷︷ ︸
k2 times

, 3 −

b2 − k2ǫ}. Continuing this process we choose bs by the formula bs = α− (3− bs−1 − ks−1ǫ)
and find a sequence of projections P s

1 , . . . , P s
5 , s = 1, 2, 3, . . . . It follows from Remark 4

that Pi = P 1
i +̃P 2

i +̃P 3
i +̃ . . . are projections in l2 for each i ∈ {1, 2, 3, 4, 5}. Moreover, by

the construction,
∑5

1 Pi = αI. �

Remark 5. Let us note that the inclusion [3/2; 5/2] ⊂ Σ5 is proved in [16] by using
another method.

Lemmas 5, 6, and 7 give (n−
√

n2−4n
2 , n+

√
n2−4n
2 ) ⊂ Σn.

The proof of the theorem is concluded by the following lemma proved by V. S. Shul-
man [17] in a more general situation. We will give a proof of the lemma.

Lemma 8. The set Σn is closed.

Proof. Let αk ∈ Σn, P
(k)
j ∈ L(Hk) (j = 1, . . . , n) be projections such that

∑n
j=1 P

(k)
j =

αkIHk
and αk converges to α. Consider the C∗-algebra A of uniformly norm bounded

sequences of operators Xk ∈ L(Hk) and a closed two-sided ∗-ideal J of sequences con-
verging to zero with respect to the norm. Consider also the C∗-algebra B = A/J . Denote

by π the quotient mapping A −→ B. Then the projections Pj = (P
(1)
j , P

(2)
j , P

(3)
j . . . ) ∈ A

define the projections π(Pj) ∈ B. Here
∑n

j=1 π(Pj) = αIB. Since the abstract C∗-algebra
B is isomorphic to a concrete C∗-algebra of operators, the lemma is proved. �
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