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Abstract
In this paper, an image approximation method is
proposed. The method approximates the given image
by preserving image's average color and color contrast.
The experimental results show that the proposed
method usually yields satisfactory results.
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1. Introduction
Image approximation provides users a quick overview
of images when the local storage size or network
bandwidth resources are limited. It is widely used in
many applications. For example, low-resolution
roadmap images are usually transmitted over the
network from the map web site when users are surfing
the maps and has not yet identify the location of
interest. This strategy could effectively keep the
network bandwidth consumption low and thus provide
more users to surf the same web site. Image
compression using vector quantization (VQ) [1-4], on
the other hand, is another application within which the
image approximation is used. Baker and Gray propose
a Mean Residual VQ (MRVQ) algorithm [5-6] which
had been shown to be better than the direct VQ [7].
Hang and Haskell also proposed the interpolative VQ
(IVQ) [7] which could obtain good encoded image at
low bit-rate.

Many approximation methods were proposed in
the past. Among these methods, mean-filled and the
bilinear interpolation [8-9] are two common methods
which are simple and easy to be implemented. The B-
spline function is also used to interpolate images [10-
12]. Besides that, as traditional approximation
methods suffer from the zigzagging artifacts, some
methods [13-17] were proposed to get rid of
zigzagging effects. These methods use orientation of
object contours or edges in the source image to direct
their interpolations. Since human's eyes are sensitive
to edges or contours, the directional interpolation
methods usually yield better interpolation results than

the omni-directional bi-cubic and bi-linear
interpolation methods.

In this paper, we propose a new algorithm to
obtain the approximated image. The proposed Mean-
Variance-Preserving (MVP) approximation algorithm
divides an image into various blocks and it calculates
the color of the top-left pixel of every block in the
approximated image first. The calculated colors are
then used to interpolate the remaining pixels of the
approximated image. The color of the top-left pixel in
every block is calculated by requiring the average
color and color contrast in the approximated image are
the same as those ones in the original image. Using
this constrain, we develop analytical formulas to
obtain the approximated image.

The organization of this paper is as follows. The
proposed MVP approximation algorithm is introduced
in Section 2. Experimental results are shown in
Section 3. The conclusion is presented in Section 4.

2. Mean-Variance-Preserving
(MVP) Image Approximation

Before approximating the images, we first transform
the color space from RGB to YIQ. Then, we apply our
approximation algorithm, separately, to the Y, I, and Q
images. By combining the approximated Y, I, Q
images and transforming from YIQ to RGB, we can
generate our approximated image. Let S denote Y, I, or
Q; and Ŝ the approximation of S. We first divided S
into GG  blocks (the block size is WW  ). Let

)1,1(, jif denote the intensity value of the top-left pixel

of block (i, j) in S ( Gji  ),(1 ); and )1,1(,̂ jif the

corresponding intensity value of Ŝ . The MVP
algorithm first calculates )1,1(,̂ jif , Gji  ,1 , for Ŝ ,

and then uses the calculated
Gjijif ,1, )}1,1(ˆ{ and the

linear interpolation to fill in the intensity values of the
remaining pixels of Ŝ . For example, if )1,1(,̂ jif and

)1,1(ˆ
1, jif are obtained, then Wxxf ji ,,2),,1(,̂  , can

be generated using the line segment connecting
)1,1(,̂ jif and )1,1(ˆ

1, jif ; that is, ),1(,̂ xf ji
can be

calculated by
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All other intensity values in Ŝ can be filled in a
similar way.

We summarize below the overall process of the
MVP algorithm:
Step 1. Calculate )1,1(,̂ jif , Gji  ,1 , by requiring

that the { )1,1(,̂ jif , ..., ),1(,̂ Wf ji
; )1,1(ˆ

1, jif } in Ŝ

preserve the mean m and variance 2 of the
{ )1,1(, jif , ..., ),1(, Wf ji

; )1,1(1, jif } in S.

Step 2. Obtain ),1(,̂ xf ji
and )1,(,̂ xf ji

, where

},,2{ Wx  by linear interpolation, i.e., using
the line segment connecting )1,1(,̂ jif and

)1,1(ˆ
1, jif , and using the line segment connecting

)1,1(,̂ jif and )1,1(ˆ
,1 jif 

.

Step 3. Calculate ),(,̂ srf ji
, Wsr  ,2 , using the line

segment connecting ),1(,̂ sf ji
and ),1(ˆ

,1 sf ji
.

The key point of the MVP algorithm is to generate
)1,1(,̂ jif , Gji  ,1 . We show below how to get them.

Let Wxxfxf ji ,,1),,1(ˆ)(̂ ,  , and )1,1(ˆ)1(̂ 1,  jifWf .

Equation (1) can be rewritten as

)1(̂)1(
1)1(

)1(̂)1(̂
)(̂ fx

W
fWf

xf 



 . (2)

To calculate )1(̂f and )1(̂ Wf in Step 1, the MVP
algorithm requires
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Note that )1(̂,),2(̂),1(̂ Wfff  is an arithmetic
sequence ))3(̂)2(̂)2(̂)1(̂(  ffff because of
Equation (2). Hence, 2/))1(̂)1(̂(ˆ  Wffm .
Therefore, we only have to solve
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After certain derivation (presented in the next
paragraph), we obtain the formulas to calculate )1(̂f
and )1(̂ Wf , namely,

),1(̂2)1(̂  Wfmf (5)
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(The way to determine the sign of )1(̂ Wf will also
be presented in the next paragraph.) Using the
formulas, we can obtain )1,1(,̂ jif , Gji  ,1 , in Step 1.

The remaining intensity values in Ŝ can then be filled
with linear interpolation (Steps 2 and 3).

In the following, we present the detail
derivation about how we derive Equations (5) and (6)
from Equations (3) and (4). Equation (3) implies

),1(̂2)1(̂  Wfmf (7)
i.e.,

).)1(̂(2)1(̂)1(̂ mWffWf  (8)
Substituting Equation (2) in (4), we have
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Let mWf  )1(̂ , substitute Equation (8) in (9), we
have,
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To determine the sign of Equation (10), we can
examine the sign of

)1()1( fWf  . (11)
If the sign of Equation (11) is positive, we choose a
plus sign for Equation (10); otherwise, we choose a
minus sign for Equation (10).

3. Experiment Results
Four experiments were done for the proposed MVP
approximation algorithm. The images that we used are
Lena, Jet, Peppers, and Tiffany. The image size is

88 . The approximated results of the B-spline, mean-
filled, and bilinear methods are also included in this
paper for comparisons. Figure 1 shows the original,
and the approximated Lena of different methods (the
block sizes used for the Y, I, Q images are all 88 ).
Table 1 lists the APSNR of the approximated Lena
using different block sizes. Table 2 lists the results of
other images using block size 88 for Y, and 1616



for both I and Q. The APSNR measurement used here
were calculated by

,
MSE

2553
log10APSNR

2


where MSE denotes the Mean Square Errors (MSE) of
the approximated images. Figure 1 shows that our
MVP method gives better approximation than the B-
spline, mean-filled, and bilinear methods. Tables 1 and
2 show this fact in quantity values.

Fig. 1: (Left to Right, Top to Bottom) The source image
Lena and the approximated images obtained by MVP, B-
spline, mean-filled, and bilinear methods.



TABLE 1
The APSNR of the approximated image Lena of different
methods. The term (4; 8; 8) under (Y, I, Q) indicates that the
block size is 44 for Y and 88 for both I and Q.
(Y, I, Q) our

MVP
method

B-spline
method

mean-
filled
method

bilinear
method

(4, 4, 4) 29.70 26.90 26.93 26.47
(4, 8, 8) 29.14 26.62 26.49 26.01
(4, 16, 16) 28.29 25.96 25.90 25.33
(8, 8, 8) 25.90 23.63 23.88 23.35

TABLE 2
The APSNR of the approximated images obtained by
different methods. The block sizes are 88 for Y and

1616 for I and Q.
(Y, I, Q) is
(8, 16, 16)

our
MVP
method

B-spline
method

mean-
filled
method

bilinear
method

Lena 25.49 23.38 23.54 22.95
Jet 23.14 20.71 21.92 19.62
Peppers 23.19 20.67 21.57 19.42
Tiffany 25.05 22.65 24.82 22.38

4. Conclusion
In this paper, a MVP color image approximation
method is proposed. Before approximating a color
image, the method first translates the image from RGB
color space to YIQ; then, it separately, applies
approximation to the Y, I, and Q images; by
combining the approximated Y, I, Q images and
transforming from YIQ color space back to RGB, the
proposed method generates the approximated color
images. The experimental results show that the
approximated images generated by the MVP method
are superior to that generated by the B-spline, mean-
filled, and bilinear methods.
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