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Abstract 

This paper describes an improved method of the variance estimation of Gaussian distribution for Histogram 

Matching based on Gaussian Distribution (HMGD). In our previous paper, focusing on the symmetry of the 

Gaussian function, we presented another method for the variance (or Gaussian width) estimation of Gaussian 

distribution in the original histogram. However, since the real shape of mountain like Gaussian function in the 

original image’s histogram does not always show the good symmetry, the variance estimation method that we 

previously presented did not work so well as we expected. In this paper, we newly propose the improved estimation 

method using regression analysis, based on curvature computation for the cumulative histogram of original image’s 

one. In the newly proposed method, first, we detect the histogram peak of original image’s histogram by using 

curvature computation; next, we perform the regression analysis for the cumulative histogram, using an 

approximated function of the curvature that includes the variance parameter. Also in this paper, we show some 

experimental results by the estimation method. 
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1. Introduction 

Recently, automated image processing for enhancement 

of color images has been familiar in various equipment, 

for example, Digital Signage, Smart Phone, etc. 1-3 

In our previous paper, we presented a Histogram 

Matching based on Gaussian Distribution (HMGD) that 

is one of the automated image arrangements processing 

method using Elastic Transformation4-5 on the 

brightness axis. And we have illustrated that the HMGD 
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processing could improve the feeling (or Kansei) 

impression better than the original image.6   

In order to further develop the HMGD processing 

method for better automated one, we noticed that the 

variance estimation of Gaussian distribution around the 

neighborhood of peak in the original image’s histogram 

should be performed. Then previously, we presented a 

variance (or Gaussian width) estimation method using 

the symmetry of Gaussian function.  

However, since the peak shape like Gaussian function in 

the histogram of original image does not always show 

the good symmetry in real, the previous variance 

estimation method did not work so well as we expected. 

In this paper, we newly propose the improved 

estimation method using regression analysis, based on 

curvature computation for the cumulative histogram of 

original image’s one. Moreover, we show the 

experimental results. 

2. Principle 

2.1. Brightness Peak Detection of Original Image 

In the section, we describe the principle of peak 

detection in the brightness (or lightness) histogram of 

original color image. 

Let y be a function with respect to x that represents the 

cumulative histogram curve and the brightness 

parameter, respectively. The definition of the curvature 

R(x) for the cumulative histogram curve is given by the 

following Eq. (1).6-9 
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And let g(x) and K be a Gaussian distribution function 

and a coefficient which is defined by the following 

equation, respectively. 
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Next, let y=f(x) be a function that representing the 

cumulative histogram curve that is represented Eq. (3).  

That is, dy/dx and d2y/dx2 be described as Eq.(4) and 

Eq.(5), respectively. From Eq.(4) and Eq.(5), we obtain 

the curvature R(x) as shown in Eq. (6). 
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From Eq.(6), since the value of g(x) is greater than or 

equal to 0, we understand that the curvature R(x) varies 

the sign according to the variable x.9  

That is, if x<a → R>0 (downward convex shape), and if 

x>a → R<0 (upward convex shape). 

 

2.2. Variance Estimation 

The conceptual image of the original image’s histogram 

with the variance 2 and the average a is shown in Fig.1.  

 

 

 

 

 

Fig.1. Conceptual histogram image of the Gaussian function 

curve around the peak in the histogram.8, 9 

 

From Eq. (6), we can also represent R(x) as Eq. (7). 
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Let C=1/2 and let the other function excepting the C in 

Eq. (7) be H(x), then we have the following Eq. (8).  
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From Eq. (8), we obtain relation (Eq. (9)) on sampled 

data where εi  shows the error.  
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Applying the least square regression analysis method to 

the sample data, we have Eq. (10).10 
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However, for the computational simplicity, we roughly 

approximate the H(x) as shown in Eq. (11). 

 

(11) 

 

 

3. Experiment Results 

We have done the experimentation in order to evaluate 

the capability of the variance (2) estimation over the 

sampled data where the number of the sampling points 

is s. By varying the number s, we performed the 

estimation and then applied the HMGD processing to 

the original image (Fig.2) based on the estimated 

variance. We initiated the number of sampling points s 

as s=5 and varied the number increasing by 4, such as 

s=5, 9, 13, 17, 21, 25.  

Experimental results are shown in Fig.3 through Fig.8. 

In each figure, the color image is located at left upper 

side and the corresponding gray level image (= image 

showing intensity) at left lower side. Moreover, the 

histogram of the gray level image is shown at the right 

upper side, and its cumulative histogram at the right 

lower side. 

Also in each figure, HMGD processed images (color 

and gray level image), the histogram corresponding to 

the gray level image, and its cumulative histogram are 

illustrated with the number s and the estimated standard 

deviation (STD)  
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Fig. 2. Original images (color and gray level) and the 

histogram of the gray level image and its cumulative one. 
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HMGD processed images (color and gray level) and the histogram of the gray 

level image and its cumulative histogram (s=5, estimated STD =27.607). 

 

 

Fig. 3. Results and the corresponding histograms (I).  
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HMGD processed images (color and gray level) and the histogram of the gray 

level image and its cumulative histogram (s=9, estimated STD =29.26). 

Fig. 4. Results and the corresponding histograms (II). 
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HMGD processed images (color and gray level) and the histogram of the gray 

level image and its cumulative histogram (s=13, estimated STD =32.63). 

 

Fig. 5.  Results and the corresponding histograms (III). 
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HMGD processed images (color and gray level) and the histogram of the gray 

level image and its cumulative histogram (s=17, estimated STD =37.796). 

Fig. 6. Results and the corresponding histograms (IV). 

 

 

   

0

200

400

600

800

1000

1200

1400

1600

1 22 43 64 85 106 127 148 169 190 211 232 253

 

   

0

10000

20000

30000

40000

50000

60000

70000

1 22 43 64 85 106 127 148 169 190 211 232 253

 
 

HMGD processed images (color and gray level) and the histogram of the gray 

level image and its cumulative histogram (s=21, estimated STD =43.596). 

 

Fig.7. Results and the corresponding histograms (V). 
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HMGD processed images (color and gray level) and the histogram of the gray 

level image and its cumulative histogram (s=25, estimated STD  =49.797). 

Fig. 8.  Results and the corresponding histograms (VI). 

Since the histogram of original gray level image (see 
Fig.2) roughly shows the single peak and the big 
mountain shape, the more sampling points (number s) 
are increased, the more estimated STD  we have 
obtained. Then the HMGD processing results in higher 
contrasted image, i.e. image enhancement. 

4. Conclusion 

In this paper we have newly proposed the method for 

the variance estimation using regression analysis, in 

order to decide the reference histogram in HMGD 

processing. 

As for the method, first, we compute the curvature for 

the cumulative histogram and detect the brightness peak 

in the original histogram. Next, we estimate the variance 

(or standard deviation) around the peak point of the 

histogram using regression analysis. And we make the 

reference histogram pattern (Gaussian distribution) 

based on the estimated variance. Finally, we perform the 

image transformation by the HMGD processing. 

We consider that the experimental results are very good. 

However, the ability of variance estimation depends on 

the number of sample points s, that is, the sampling 

section. 

Then we consider that it is better to estimate the 

variance after the decision of the section, based on the 

detected peaks and valleys in a histogram. 

For further study, we investigate the effectiveness of the 

proposed variance estimation method when the method 

is applied to all sections in a histogram where each 

section contains one peak point between two valleys. 
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