
 

 

 
Abstract– The automatic musical instrument classification 

taking place in a recording of music has many 

applications, together with music search through classes, 

music recommender methods and transcribers. Automatic 

instrument classification and identification of musical 

streams has become a difficulty research area over the last 

few years. In this approach is to classify the audio data 

based on the instruments. The audio features such as 

Enhanced Mel Frequency Cepstral Coefficient (EMFCC) 

and Enhanced Power Normalized Cepstral 

Coefficients(EPNCC) are used to extract the features for 

classification of various instrument classes. The 

classification algorithms such as J48, BFTree, K Star, 

RandamForest and Bagging are used to classify musical 

instrument data into classes. Compare with various 

performance parameters like True Positive Rate, False 

Positive Rate etc., are used in various classification 

algorithms. The results shows that the best performance, 

almost 98% of accuracy, was attained by the classification 
system using the boosting technique with decision trees. 

 

Key Word: Enhanced Mel Frequency Cepstral Coefficient, 

Enhanced Power Normalized Cepstral Coefficients, 

Support Vector Machines, Linear Predictive Coefficients. 

I. INTRODUCTION 

The automatic musical instrumental classification is 

an interesting and important sub problem in audio indexing 

and retrieval process. In the audio signal processing, the 

challenging task is the audio indexing and searching, which is 

usually combinations of overlying acoustic events, like music, 

speech, noise etc. the audio data is accessible at various 

sources like telephone conversations, newscasts, recordings of 

meetings, etc. and the amount of audio information on 

websites and other information storage is increasing daily. By 

using indexing and searching the digitized audio content users 

want to make the utmost of this ways. In the past years, 

utilising the computers it was challenging to recognize, 

interpretation, analyze digitized audio signal. The companies 

had to create and manually analyze written transcripts of audio 

data. However, with the evolution of higher storage volumes, 

faster processors and improved Speech signal processing 

methods it is likely to extract audio data using audio mining. 

Audio instrument classification methods can have 

many potential purposes. For instance, detecting and  

 

 
 

 

 

inspecting solo passages can result in more knowledge about 

the distinct musical patterns and can be further utilized to 

deliver a basis for authors in music data. Many uses for editing 

of audio, retrieval audio/ video or transcription can be 

supported. A summary of audio understanding retrieval has 

been delivered by Foote [1] and extended by a few authors [2]. 

Other functions acoustic natural sound classification [3], and 

utilizing audio feature extraction to support video scene 

evaluation and annotation [4]. One of the vital primary aspects 

of instrument classification is to discover the correct feature 

extraction methods. For the period of last few years, the 

authors focused on recognition of speech in the audio signal, 

however few features can be applied to resolve the instrument-

classification problems. 

In this paper, we present an investigation on 

instrument classification utilising machine learning 

algorithms. The extraction of features through using EMFCC 

– EPNCC method. Dataset of reduced features were then 

produced and their accuracy in instrumental classification was 

additional tested with a few classifiers utilising cross-

validations. Two feature schemes had been considered: Pitch 

and peak features. Our goal used to be to find the differences 

and synergies between the various feature schemes and 

experiment them with different classifiers, in order that a 

robust classification method could be built. Subsequent this 

introduction, in section 2 reviews the recent related work on 

musical instrument classification and feature analysis. In 

section 3 describe the approach of feature extraction methods 

used in this research work. Description of classification is in 

section 4. Experiment results and analysis based on the 

proposed methods are then presented in Section 5. Finally, in 

section 6 the findings, conclusions and future work of the 

proposed work.  

 

II.BACKGROUND 

 

The classification of twelve instrumental performed in various 

audios was studied in [2]. For classification, the author used 

multilayer neural networks and extraction of feature using the 

wavelet as well as MPEG-7 descriptors. This is used to be 

observed that a grouping of these double feature systems can 

drastically enhance the classification accurateness to a variety 

of range from 55% – 98%, by an average accurateness of 70%. 

The misclassifications happened more commonly within every 

instrumentation.  Brown et al. [6] carried out a study on 

identify 4 instruments are classified.  
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    The authors used for extraction of features using four 

methods namely autocorrelation and cepstral coefficients, 

spectral centroid and consistent Q transformation. Bayes 

decision tree algorithm was used for classification. The 

classification accuracy was ranges from 79% to 84%. The 

authors [5] taught by classification instrument in isolated 

monophonic using k – NN classifier. The MFCC, Root-Mean-

Square, consistent Q transform spectrum frequency, 

Multidimensional-Scaling, spectral centroid and amplitude 

envelope features are used. These features experienced 

essential component analysis for decrease to a complete 

dimensionality of 710. The k-NN classifiers had been then 

learned beneath different ordered methods. A leave – one – 
out approach used, acquiescent a correctness of 93 % in 

instrumental classification. Agostini et al. [7] .The extraction 

of special features for classification of timbre and accuracy 

was measured by using Support Vector Machines, canonical 

discriminant analysis and k-NN with the primary and the last 

being the quality. In comparison with usual 55.7% accurate 

classification attained with certain conservatory scholars, the 

situation used to be argued that pc-based recognition of timbre 

can exceed human efficiency as a minimum for isolated tones. 

 

   The author presented that by a categorised classification 

methods, the recognition of categories such as grouping of 

instrumental was feasible. The method produced an order of 

nested clustering. The scheme began with the similar quantity 

of clustering as categories and then measured the distances 

among pairs of clustering. The neighbouring pairs had been 

then collected into new clustering. This progression was once 

persevered until all categories ay in a single clustering. The 

effort confirmed a correctness of 53% for segmentation of 

music with based on the instruments played [8]. The above 

features are founded on extraction of coefficients that 

described quantity of the signal identification. Within the 

author there's an additional opinion of view for the extraction 

process. Relying on the building of the architectures, there are 

2 main sets of often used features. The spectral characteristics 

utilized for frame based architectures [9], though the Linear 

Predictive Coefficients, Zero Crossing rate nd MFCCs utilized 

for the segment-based method architectures typically use the 

[10, 11]. After the feature process that define the 

segmentations are offered to the classification process. There 

is a vast form of classification algorithm in the authors for 

audio classification in the instrument sounds. Some of the 

furthermost generally used classification methods are the 

Hidden Markov Model, SVMs, Gaussian Mixture Model, and 

Neural Networks approaches [12, 13, and 14]. 

 

III. FEATURE EXTRACTION PROCESS 

 The proposed audio signal classification strategy is 

evidently described in this part. Smoothening and filtering the 

input audio signal is carried out through mean filter. The 

extraction of pitch are carried out, in the view of the frequency 

difference of audio signal. At that point it’s decided whether 

or not the pitch of the audio signal is fulfils the segment of 

signal, situated on the pitch frequency deviation. Using 

EMFCC-EPNCC the features are extracted for classification 

step with peak estimated signal of the feature. From this 

feature vector the classification classify the audio signal, based 

on the feature vector. From that classification output, the class 

of the musical instrument signal is identified. Fig. 1 illustrates 

the block diagram of proposed instrument classification 

method. 

 

 A.Pre – Processing   

 The audio signal is filtered using mean filter without 

knowing the statistical features of the signal. The audio signal 

is smoothened by seeing the mean values of the side 

windowing and changing the central windowing elements with 

the mean value. Then amplitude of signal is normalized and 

the gaussian noise existing in the signal is reduced. Gaussian 

is a very good assumption for every process or system that's 

subject to the Central Limit Theorem. First, because it does 

accurately reflect many systems. Second, because it is very 

easy to deal with mathematically, making it an attractive 

model to use. Gaussian noise is an excellent model of the time 

domain values of environmental background noise. In audio, 

the noise is most often colored, but the density is still well 

described by a Gaussian model.  When you get into specific 

noises, like keyboard clicks, or engine noises, often there are 

non-Gaussian components, and so other models need to be 

used. But for high level general background noise, Gaussian is 

a great model.  

R_Loc referred high peak positive 

Q_Locreferred as negative edge of the audio signal  

S_Locreferredas at the maximum signal difference at the 

negative point of input audio signal 

Left &Right as left and right positions of the sampled signal 

Pitch extraction and peak extraction is done as proposed by 

[15]. Feature Vector is formed as Max ሺQ୪୭ୡሻ, Max ሺR୪୭ୡሻ, Max ሺS୪୭ୡሻ,  Length ሺQ୪୭ୡሻ, Length ሺR୪୭ୡሻ, Length ሺS୪୭ୡሻ,  Sum ሺQ_locሻ, Sum ሺR_locሻ, Sum ሺS_locሻ, whereas R୪୭ୡ = indx୫ୟx(XଵሺLୣ୤୲→R୧୥୦୲ሻ) − ͳ + Left    (1) Q୪୭ୡ = indx୫୧୬(XଵሺLୣ୤୲→Rlocሻ) − ͳ + Left (2) S୪୭ୡ = indx୫୧୬(XଵሺLୣ୤୲→R୧୥୦୲ሻ) − ͳ + Left (3) 

here 1X -Input signal 

ݐ݂݁ܮ  = {𝑃ݏ݋𝑅𝑒𝑔 == ͳ} 

 𝑅𝑖݃ℎݐ = {𝑃ݏ݋𝑅𝑒𝑔 == −ͳ} 

 𝑃ݏ݋𝑅𝑒𝑔 = {ܺ଺ > ሺ𝑇ℎݏ݁ݎ ∗  {𝑥ℎሻܽܯ

 𝑇ℎݏ݁ݎ =  ሺܺ଺ሻ݊ܽ݁ܯ

𝑥ℎܽܯ  =  𝑥ሺܺ଺ሻܽܯ
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ଵܺ = ቀ(∑ (𝑥భሺ௠ሻ∗ℎభሺ௠ሻ)𝑁𝑚=బ )∗ሺ𝑇𝑠ሻቁቀ୫ୟxቀ(∑ (𝑥భሺ௠ሻ∗ℎభሺ௠ሻ)𝑁𝑚=బ )∗ሺ𝑇𝑠ሻቁቁ       (4)                                           

  

Where 𝑥ଵthe input is signal; 𝑇𝑠 is the sampling time of the 

signal; ܰ is number of samples in the signal; ℎଵ is low pass 

filter. 

 Within the extraction of pitch procedure, the objective 

function is applied to compute weight from the instrumental 

input signal situated on the cosine angle difference of the 

amplitude of the signal. The pre-allocated time samples are 

computed from the length of the input audio signal (Xi) and 

pitch angle difference for every time sample, extracted 

founded on the objective function. At this point, modification 

in the drawback of time order by the 𝑃𝑖ܿݐℎሺݐ, 𝜏ሻcomputation 

and extracted pitch angle is found. The pitch signal is 

calculated from audio signal by using time domain based 

finding technique. Here Maximum Likelihood is used to 

extract the pitch features, and is denoted as, 𝑃𝑖ܿݐℎሺݐ, 𝜏ሻ = { ଵ𝑁+ଵ ∑ 𝑃𝑖ܿݐℎሺݐ + ݊𝜏ሻ              Ͳ ≤ ݐ ≤ ܾ𝑁௡=଴ଵ𝑁 ∑ 𝑃𝑖ܿݐℎሺݐ + ݊𝜏ሻ                   ܾ ≤ ݐ ≤ 𝜏𝑁௡=଴ } 

               (5) 

 Here, “t” is sampling time in the instrumental signal, “” is 

the size of the frame in the input signal; “N” is total size of the 

instrumental input signal; “b” is one segment of length. 

A. Feature Extraction method  

 This enhanced feature extraction method is used to process 

from the audio samples at fs (HZ) to extract feature. An audio 

signal is divided into frames using windowing process and 

analysis of spectrum is done for each and every frame of the 

signal. The Discrete Fourier Transform (DFT) isuseful on the 

frame. The Mel frequency warping output is got from the DFT 

output.  

 The transform output are extracted from the Mel Cepstrum, 

within the EMFCC based on feature extraction process. The 

output of the signal is split into frames by windowing process 

at fixed intervals. The distribution function characterized by 

window is given as 𝑃𝑖ሺ݇ሻ = ቀଵ𝑁ቁ | 𝑖ܺሺ݇ሻ|ଶ                (6) 

 Windowing minimizes the disturbances at beginning and 

last point of the frame. The window function output is given 

as ܻሺ݊ሻ = ܺሺ݊ሻܹሺ݊ሻ    (7) 

 WhereͲ ≤ n ≤ N − ͳ. Now, ′ܰ′ indicates the number of 

samples, ܻሺ݊ሻdenotes the output signal. The input of the 

signal is ܺሺ݊ሻ and the windowing isܹሺ݊ሻ.  

 Coefficients are computed by using Fast Fourier Transform 

(FFT) from the log Mel cepstrum. Finding the Mel frequency 

warping form is given as melሺfሻ = ʹ595. log ቀͳ + ω୤sଶπ∙଻଴଴Hzቁ   (8) 

  Where ‘fୱ’ denotes the frequency of the sample and ‘ω’ 
denoted the warping function. To be combined the cosine 

transformation function, the Mel frequency warping function 

is normalized to fulfil the particular measure𝜇̃ሺ𝜋ሻ = 𝜋. 𝜇̃ሺ𝜔ሻ = 𝜋𝜇ሺ𝜋ሻ ∙ 𝜇ሺ𝜔ሻ        (9) = ݀ ∙ log ቀͳ + ω୤sଶπ∙଻଴଴Hzቁ       (10) 

Where ݀ = 𝜋୪୭୥ ሺଵ+ 𝑓𝑠మ∗7బబ𝐻𝑧ሻ 
At that point, Mel Cepstrum output of audio signal is extracted 

using the inverse DFT from EMFCC function. The audio 

signal feature yield was calculated from the product from the 

cosine transformation, logarithmic of the magnitude and filter 

coefficient. ܯ𝐹 = 𝐶𝑇 ∗ logሺ݃ܽܯሻ ∗ ݀𝑖݈ܽ݃ܽ݊݋ሺ𝐹ܮሻ (11) 

Where M𝐹the audio feature is output; CT is the cosine 

transform; ݃ܽܯ is the magnitude of FFT; FL is the filter 

coefficients.  

II. CLASSIFICATION ALGORITHMS 

A. Randomforest 

 Random forests are a mixture of tree predictors such every 

tree depends on the values of a random vector sampled 

independently and with constant distribution for all trees 

within the forest. The generalization error for forests 

converges to a limit as the variety of trees within the forest 

becomes large.   

 The key idea of the regularization framework is to penalize 

choosing a new feature for splitting once its gain is similar to 

the features utilized in previous splits. The regularization 

structure is useful on random forest and boosted trees here, 

and may be simply applied to different tree models. 

Experimental studies show that the regularised trees can 

choose high-quality feature subsets with relevance each robust 

and weak classifiers. Because tree models can naturally handle 

categorical and numerical variables, lost values, totally 

different scales between variables, interactions and 

nonlinearities the tree regularization structure provides an 

effective and efficient feature choice solution for several 

practical issues [16] [17] [18] [19]. 

 

A. J48 Decision tree 

 J48 is an extension lead of ID3. The further features of J48 

are accounting for missing values, derivation of rules, 

continuous attribute value ranges, decision trees pruning and 

so forth. Within the WEKA data mining tool, J48 is an open 

source Java implementation of the C4.5 algorithm. The 

WEKA tool delivers a number of choices related to tree 

pruning. In case of possible over fitting pruning can be used as 

a tool for summarizing. In other algorithms the classification 

is done recursively till each single leaf is pure, that's the 

classification of the information should be as best as viable. 

This method it produces the rules from which precise 

identification of that data is produced. The objective is 

regularly generalization of a decision tree unless it positive 

aspects equilibrium of flexibility and accuracy. 

 

B. The ܭ∗ Algorithm 

The ܭ∗ algorithm is defined as a process of clustering process 

which main aims at the split of ‘݊’ observation into ‘݇’ 
clusters in which every observation belongs to the cluster with 

the nearest mean. We are able to describe ܭ∗ algorithm as an 

example based trainer which makes use of entropy as a 

distance measure. The advantages are that it presents a regular 

technique to dealing with of missing values, symbolic 

attributes and actual valued attributes [20]. 
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V. EXPERIMENTAL RESULTS 

A. Database 

 The musical dataset used for evaluation of proposed 

approach consist of different instrumental signal collected 

from ffuhrmann [21]. The dataset contains 1100 audio files of 

instrumental signal with 11 classes. These audio file classes 

are cel (100), cla (100), flu (100), gac (100), gel (100), org 

(100), pia (100), sax (100), tru (100), vio (100), and voi 

(1000). For training 80% of audio files are selected from the 

dataset and the remaining 20% audio files are used as the 

testing set. The experimental platform is a Laptop with Intel 

Core 2 Duo, 2.20 GHz, 2.00 GB RAM, 32 Bit operating 

system and Windows 7 Ultimate. The proposed work was 

implemented in the MATLAB environment. The properties of 

audio signal used in the proposed work is shown in Table I. 

 
TABLE I. A SUMMARY OF AUDIO SIGNAL PROPERTIES 

 

Audio Property 
Value (ffuhrmann) 

Audio Bit Rate 705kbps 

Audio Format .wav 

Audio Length 3sec 

Audio sample Size 16 bit 

Channel Mono 

 

B. Performance Evaluation 

 In this, the classification of pre-processing is applied based 

on all values of taken 41 features. A comparative study of 

classification accuracy in J48, BFTree, K Star, RandamForest 

and Bagging algorithm is applied in this work. The accuracy 

measures like TP rate, FP rate, precision, recall F- measure 

and ROC Area evaluation is also applied. The several formula 

used for the calculation of different measures are as follows.  TP = dc + d TP = True Positive FP = ba + b FP = False Positive 

      TN = ୟୟ+ୠ TN = True Negative 

      FN = ୡୡ+ୢ FN = False Negative 

a) Precision: 

 Precision = TPሺTP+FPሻ 
b) Recall: 

  Recall = TPሺTP + FNሻ 

 

 

 

 

 

c) Sensitivity:  Sensitivity ሺ%ሻ = TPTP + FN × ͳͲͲ 

 

d) Specificity:  Specificity ሺ%ሻ = TNTN + FP × ͳͲͲ 

 

e) Accuracy: 

  Accuracy ሺ%ሻ = Number of correctly classified resultsTotal number of classified results× ͳͲͲ 

f) F-Score: Fͳ Score = ʹ ∗ ሺRecall ∗ PrecisionሻRecall + Precision  

 The musical instrument classification results are discussed 

in this part. A confusion matrix is a unique table design that 

includes information regarding actual and estimated 

classifications carried out by means of audio 

instrumentclassification system. Table II indicates the 

confusion matrix of RandamForest method. Within the 

confusion matrix, every column represents theinstances in 

percentage a predicted class, whereasevery row represents the 

instances in percentage anactual classification. 

 
TABLE II 

CONFUSION MATRIX OF RANDAMFOREST ALGORITHM 

 

 
To classify the instruments correctly from the training 

dataset, accuracy and error rates are estimated using 

classification methods. The accuracy of Random Forest 98 %, 

K Star 95 %, J48 75%, Bagging 72% and BFTree 62%. The 

confusion matrix used to find the several estimation measures 

such as TP, FP, accuracy, recall, precision, F-Measure and 

ROC Area. Table III shows the TP and FP rate of Random 

Forest algorithm. 
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TABLE III 

TP AND FP RATE OF RANDAMFOREST ALGORITHM

 
 

Table IV depicts the correct and wrong prediction of 

classification algorithms. Table V illustrations of the weighted 

average accuracy of the classification methodsfor the musical 

instruments. The classification performance for every of the 

measured classification methods is presented in Table. 

 

TABLE IV 
CORRECT AND WRONG PREDICTION OF CLASSIFICATION ALGORITHM 

 
 

TABLE V 

ACCURACY BY WEIGHTED AVERAGE OF CLASSIFIERS

 
 

TABLE VI 

MUSICAL INSTRUMENT CLASSIFICATION PERFORMANCE (PERCENTAGE)  

 

A. References 

The scopes of few present work and performance attained 

are shown in Table VII, here the number of instruments and 

classification performance of musical instrument 

classifications are record out. It may be noticeable that our 

outcomes are higher than or similar with those achieved by 

other researchers. Though it can noted that the number of 

instruments included is differentand that the datasets are 

different althoughthat these kind of included fuhrmann 

dataset. 
TABLE VII 

PERFORMANCE (PERCENTAGE) OF INSTRUMENT CLASSIFICATION COMPARED 

 

Work  
No. of 

Instruments 

Performanc

e 

Eronen [6] 29 77 

Martin and Kim [23] 14 90 

Agostini et al. [7] 27 81 

Kostek [2] 12 70 

Kaminskyj and Czaszejko [5] 19 97 

Benetos et al. [18] 6 95.2 

Deng et al. [22] 20 96.5 

This work 11 98.09 

VI. CONCLUSION 

This work measure the performances in terms of 

classification accuracy of J48, BFTree, K Star, RandamForest 

and Bagging algorithms using several accuracy measures like 

TP rate, FP rate, precision, recall F- measure and ROC Area. 

In the implementation system, it is viewed best numerical 

values of some attributes within the musical instrument data. 

The experiment result indicates that the accuracy 98 % is 

observed in RandomForest, accuracy 95 % is found in K Star, 

accuracy 75% isfound in J48, accuracy 72% is found Bagging 

and accuracy 62% is found in BFTree classifier algorithm.   

 

Based on the classification results of the entire five 

algorithms, the efficiency of RandamForest is better than the 

other four algorithms for the chosen data set.  In future we will 

use some more datasets to validate the proposed method. Only 

1100 data have been used in this proposed work. In future 

work a huge number of dataset too reflected. 
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