
Multi-feature based event recommendation
in Event-Based Social Network ∗

Jiuxin Cao †, Ziqing Zhu , Liang Shi , Bo Liu , Zhuo Ma

School of Computer Science and Engineering, Southeast University,
Nanjing, 211189, Jiangsu, China

Key Laboratory of Computer Network and Information Integration, Ministry of Education,
Nanjing, 211189, Jiangsu, China

E-mail: jx.cao@seu.edu.cn, zzqxztc@seu.edu.cn, shiliangdn@seu.edu.cn, bliu@seu.edu.cn,
mazhuo@seu.edu.cn

Abstract

As a new type of heterogeneous social network, Event-Based Social Network (EBSN) has experienced
rapid development after its appearance. In EBSN, the interaction data between users and events is rela-
tively sparse because of the short life cycle of events, which brings great challenges to event recommenda-
tion. In this paper, a multiple features based event recommendation method is proposed, which makes full
use of various information in the network to mine users’ preference for event recommendation. Firstly, a
heterogeneous information network model is constructed based on the intrinsic structure characteristics.
Then multiple features about topology, temporal, spatial and semantic are extracted to measure the user’s
event preference, and a linear scoring model is designed to acquire user’s preference score on events. At
last, the bayesian personalized ranking method is used to learn the feature weights by using user-event
pairs in scoring model and events are recommended to users according to the descending score order. Ex-
periments are carried out on two real EBSN data sets, the results show that our approach can effectively
alleviate the data sparseness problem and achieve better recommendation results.
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1. Introduction

As traditional social networks have experienced

rapid development in recent years, some spe-

cial social networks have been appearing, such

as Location-based Social Network (LBSN)1 which

is based on location with check in function and

Picture-based social networks (PBSN)2 with Flickr

as a representative. EBSN3 is another type of com-

plex and heterogeneous social network, which aims

to create connections between strangers rather than

acquaintances using a way of user-self-organization

with Meetup as the typical representative. EBSN is

not only an online sharing platform providing ser-

vices for users, but also helping users organize of-

fline events, which brings convenience to users to

carry out face to face communication.

EBSN has experienced rapid development after
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its appearance. Taken Meetup as an example, the

platform has attracted more than million users so

far and has more than 200 thousand online groups.

Thousands of events are published on the platform

every day. Facing so many events, it will be time

consuming and may not be able to achieve very good

results if users search for their interesting events by

themselves. In such case, we need to use person-

alized recommendation technology to recommend

interested events to users which can help solve the

event selection problem and improve the quality of

platform service.

Personalized recommendation is a hot issue in

social network and related works 4–13 show that

adding social relation and attribute information can

effectively improve the performance of recommen-

dation system, such as topology infomation7,8, com-

munity structure9–11, semantic content12,13 and so

on. The structure of social relations in EBSN is dif-

ferent from the two typical social relationship struc-

ture in traditional social networks: the social graph

structure represented by Facebook and the interest

graph structure represented by Twitter. In EBSN,

the connections between users are generated through

participating in a group or an event. Belonging to

the same group or event represents high similarity

between users’ interest in a certain extent. So when

carrying out personalized event recommendation in

EBSN, we should consider a proper way to fuse the

online social relation of group and the offline so-

cial relation of event to help improve the recommen-

dation effect. Liu et al.3proposed the definition of

EBSN and at the same time they carried out data

analysis on the network which shows that the behav-

ior of users’ participation in events has certain rules

to follow in time and space. Whereas these temporal

and spatial information has received little attention

for recommendation in EBSN, these can help reflect

users’ willingness to participate in an event.

In this paper, we analyze topological structure,

spatio-temporal information, and semantic content

to obtain various features. Meanwhile, according

to our knowledge, most researches combined some

of them in some way, few works took an insight

look into these together, therefor we propose a mul-

tiple hybrid features based event recommendation

method, which makes use of various features. What

is more, the data imbalance problem37,38 also exist

in EBSN, that users only choose a few events they

like in social network(few positive simples). Al-

though users only choose some groups or events,

it does not mean users do not like the rest events,

we take advantage of bayesian personalized ranking

(BPR) learning algorithm36 to use all sample data

more comprehensively to solve this problem. Our

approach measures user’s willingness of participat-

ing in an event from multiple perspectives. It will

recommend events to users according to the events’

scores. The approach can alleviate the data sparsity

of EBSN by using multi-dimensional information,

and improve the final performance of the recommen-

dation. Our main contributions of this paper are as

follows:

(1)Meta-path construction method is applied to

get topological feature based on association rela-

tions between users and events, which can be used

to measure the weight of topological relations.

(2)To mine the users’ behavior regularities, time

frames mechanism is defined to show temporal fea-

ture of users’ events attending .

(3)Due to the impact of spatial distance on users’

movement, a heavy tailed power-law distribution is

fitted based on the distance from users’ location to

events’ location, to explore the patterns of users’

movement. Thus, we obtain the spatial feature of

users.

(4)Semantic association between user and event

is evaluated by the similarity between semantic vec-

tors which are derived from latent semantic analysis

(LSA) of semantic content.

(5)A multi-feature based scoring model is put

forward, whose parameters are learnt by BPR algo-

rithm.

In the remainder of this paper, Section 2 reviews

related works of event recommendation. Section 3

gives description of the experiment data set and con-

structs the network model of EBSN. Section 4 de-

scribes our proposed scoring model based on mul-

tiple features and the event recommendation algo-

rithm based on the scoring model. The method to

learn the feature weights of scoring model is pre-

sented in Section 5, followed by experimental eval-
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uation in Section 6. At last, conclusions and future

works are provided in Section 7.

2. Related Works

EBSN has received more and more attention and re-

lated works is gradually increasing in recent years,

the works are mainly concentrated in the follow-

ing four aspects: recommendation15–23,influence

analysis24, user behavior prediction25,26 and event

organization27,28. Among them, related works of

recommendation is the most popular, mainly includ-

ing event recommendation, group recommendation

and tag recommendation.

Related works about event recommendation had

already been conducted before the appearance of

EBSN. Considering the trust plays important role

when generating event recommendations in Social

Networks, Lee et al.29 proposed a collaborative fil-

tering method based on the trust information be-

tween users for culture event recommendation. He

used the PITTCULT website as the research plat-

form to get the trust information. The results showed

that the trust information can help promote the effect

of recommendation. And De Meo et al.14designed

a model to represent and handled trust and reputa-

tion in a social internetworking system, so that they

proposed an approach that exploits these parameters

to compute the reliability of a user or a social net-

work, as well as the quality of a resource(event). Fi-

nally, they can recommend quality event to user. In

addition, Minkov et al.30 proposed a collaborative

ordering method for event recommendation by mix-

ing user’s own historical preference and other user’s

preference. Liao et al.31 constructed three social re-

lation networks using attribute and structure infor-

mation in the network, using the factor graph model

to combine the three relation networks together for

event recommendation. The above research on the

event recommendation is not for the EBSN network

environment, and dose not consider the characteris-

tics of EBSN, such as online and offline social rela-

tionships, temporal and spatial attribute information,

and so on.

In recent years, research on event recommenda-

tion for EBSN network environment increased year

by year. According to the purpose of recommen-

dation, these works can be divided into three cate-

gories:

(1) User as the center. Recommending interested

events to users according to their preference.

(2) Event as the center. Recommending users

who prefer to participate in events.

(3) Group as the center. Mining the group pref-

erence and recommending events to the group users.

Our research goal is more close to the first two

categories above.

According to the recommendation method, the

research work can be summarized as three aspects:

(1) Recommendation based on latent factor min-

ing. This kind of approaches first carry out ma-

trix factorization based on the interaction informa-

tion in the network. Then the implicit feature vec-

tors of users and events are trained and extracted. At

last, recommendation is done according to the scores

based on feature vectors. Qiao et al.16 proposed the

user scoring model for events by matrix factoriza-

tion model with spatial attribute. They obtained the

implicit feature vectors of users and events through

data training, and recommended users for event

based its predicted score which makes use of vec-

tors and the spatial attribute information. Zhang et

al.18 proposed a collective bayesian poisson factor-

ization model for event recommendation using dif-

ferent kinds of relation information in the network,

such as the social relation, the relation between users

and events, and the relation between every event tex-

tual contents.

(2) Recommendation based on context analysis.

This kind of methods make use of the attributes of

nodes and the direct relation information in the net-

work to construct recommendation model. Wang et

al.19 use content feature, social relation feature and

local popularity feature to construct their event rec-

ommendation model and recommend events to users

according to the score order based on these features.

Augusto et al.20 constructed the contextual model

by combining the social feature obtained by multi-

ple social relation factorization and other attribute

information, then used a linear model to conduct the

event ranking and recommendation.

(3) Recommendation based on graph model. It
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is characterized by making full use of the links be-

tween nodes in the network to construct the rec-

ommendation model, and finally recommendation

is conducted through predicting the probability of

the links. Nguyen Pham et al.21 used multivariate

Markov chain model to model the links on a vari-

ety of attributes between various nodes in the net-

work. They calculated the probability of the un-

known links based on the transition probability of

various links and conducted recommendation ac-

cording to the predicted probability.

From the existing research works, we can find

that many researchers focus on abstracting features

and building model to utilize various of information

more effectively, due to data sparsity in EBSN. Re-

searchers have proposed several methods to solve

different application problem based on alleviating

data sparsity, such as making use of collective fac-

torization on multiple relations, analyzing context

information in the network and so on. It is not diffi-

culty to understand the interaction data sparsity be-

tween users and events because of shorter event life

cycle, which has brought great challenge to event

recommendation in EBSN. In this paper, we pro-

pose a multiple features based event recommenda-

tion method which makes use of various information

in the network to mine users’ preference and allevi-

ate the data sparsity in event recommendation.

3. Data Description and Modeling EBSN

3.1. Data Description

The data for experiment used in this paper are ex-

tracted from the Meetup dataset which was crawled

in work 3. Considering the size of the global dataset

is too large and regional characteristics of events in

EBSN, we extract the data of two popular cites (New

York abbreviated as NY and San Francisco abbre-

viated as SF) from the global dataset to carry out

our analysis and experiment. We also filter out those

zombie users without event participating record for

the data validity. At the same time, we supplement

related description information which can not be

found in the original dataset about users and events

using the public API provided by Meetup website.

The statistics of the two city datasets are shown

in Table 1, and the network interaction density mea-

sure the density of interaction relation between users

and events compared with all possible interaction re-

lation in EBSN.

The basic dataset statistics analysis is carried out

on dataset. Fig.1(a) shows the frequency distribu-

tion on the number of events per user participates

in and Fig.1(b) shows the frequency distribution on

the number of groups per user participates in. The

frequency distribution on the number of participants

per event and the number of members per group

shown in Fig.1(c) and Fig.1(d) respectively. All the

figures use the double-logarithmic coordinate sys-

tem with base 10. From the figures, we can see

that the degree distributions of related links of vari-

ous nodes in the network are in line with power-law

distribution and have a typical heavy-tailed charac-

teristics which are consistent with the conclusion of

existing related work on complex social networks.

3.2. Modeling EBSN

Fig. 2. Interaction Relation in EBSN

Fig. 3. Network Schema of EBSN

Through analysis on the EBSN dataset, there

are only relation links based on interaction records

between nodes without direction and weight in

the EBSN dataset, shown in Fig.2. We model
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Table 1. DATASET STATISTICS

Dataset NY SF

#Users 129407 37963

#Events 121111 42945

#Groups 19636 10441

#Records between users and events 782484 218115

#Records between users and groups 744517 228491

#Network interaction density 4.99×10−5 1.4×10−4

(a) #Events per User (b) #Groups per User

(c) #Participants per Event (d) #Members per Group

Figure 1: Statistics Analysis of Frequency Distribution on Dataset

the EBSN as a heterogeneous information network

without direction and weight, represented as N =
(V,L,A,T,R), where V represents the node set. L
represents the edge set. A represents the attribute

set, including the attributes of various nodes, such

as the location attribute of user’s home, the tempo-

ral attribute of event, the location attribute of event

and so on. T is the set of types of nodes, mainly in-

cluding three types: User (U), Event (E) and Group

(G), and R is the set of types of edges, mainly in-
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cluding three types of indirection edges: User-Event

Edge (RUE), User-Group Edge (RUG) and Group-

Event Edge (RGE), shown in Fig.3.

4. Multiple Hybrids Features based Event
Recommendation Method

4.1. Modeling Multiple Features

In order to alleviate the impact of EBSN data spar-

sity, we make full use of the online and offline so-

cial relations and various node information to extract

four types of features for further constructing recom-

mendation scoring model. The four features include

: (a) topological feature, (b) temporal feature, (c)

spatial feature and (d) semantic feature. The follow-

ing gives the description of four features’ modeling.

4.1.1. Modeling Topological Feature

Compared to other information, the network topol-

ogy information is accessible and objective. As the

relations in EBSN dataset are relatively sparse, it’s

necessary to mine information behind the indirect

relations which can characterize the user’s prefer-

ence. Considering the large size of the network, tra-

ditional methods such as random walk on the entire

network are not practical. In order to mine user’s

preference on events by different types of paths in

the network, we introduce the concept of meta-
path32 which can reflect user’s preference. Meta-

path is defined as below:

Definition 1. Meta-path. For network schema

Ns = (T,R), a meta-path is defined as the path

schema like P= T0
R0−→ T1

R1−→ ·· · Rn−1−−→ Tn, where Ti ∈
{U,G,E}, Ri ∈ {RUE , RUG,RGE}. In fact, Meta-

path is an abstract of a type of paths in the network,

and its length of a meta-path equals the number of

edges in it. Through meta-path, the relationship be-

tween network nodes under different kinds of paths

with different length can be obtained. And much

more meta-paths is by inserting path fragment U-E-

U and U-G-U into original meta-path to get more

indirect relation information in EBSN.

For two nodes of any type, there maybe meta-

paths with various types and lengths, and the cor-

relation will decrease with the path length increas-

ing. Huang et al.33 also used meta-path feature to

do link prediction and the experiment result showed

that meta-paths with length less than five are enough

for the effect. Considering the balance of the ef-

fect and the time complexity, nine meta-paths are

selected as the topology feature set, shown as Table

2.

Before using meta-paths to measure correlation

between nodes, the meta-path features should be

quantified. We introduce the definition of instance-

path firstly and then give the computing method of

the meta-path eigenvalue based on instance-path.

Definition 2. Instance-path. For network entity

NG = {V,L,A} and a meta-path P = T0
R0−→ T1

R1−→
·· · Rn−1−−→ Tn, if a real path p = (v0,v1,v2, · · · ,vn)
meets the condition: vi ∈ V , fφ (vi) = Ti and

fψ(vi,vi+1) = Ri, where fφ and fψ are type mapping

function of nodes and edges. p is an instance-path

of meta-path P.

In the application scenarios of this paper, the

meta-paths start from U and end with E. For a meta-

path P = T0
R0−→ T1

R1−→ ·· · Rn−1−−→ Tn, we can find the

instance-paths set P′, where the path in P′ starts from

v0 and ends with vn and meets the condition: v0 ∈U
and fφ (v0) = T0, vn ∈ E and fφ (vn) = Tn. According

to P′, the eigenvalue of meta-path P between v0 and

vn is defined, which equals the sum of eigenvalues

of instance-paths in P′, denoted as Rv(P):

Rv(P) = ∑
p∈P′

Irv(p) (1)

where Irv(p) stands for the eigenvalue of instance-

path p.

We use the method based on random walk to

compute the eigenvalue of instance-path. For an

instance-path p = (v0,v1, · · · ,vn) , we define Irv(p)
as a walking from v0 to vn along the path p randomly.

According to the assumption that steps in random

walk process are independent, Irv(p) is defined as

below:

Irv(p) =
n−1

∏
i=0

Pro(vi,vi+1) (2)

where Pro(vi,vi+1) is the probability of the step

from vi to vi+1 in the random walk process.

Considering the edges without weight in EBSN,

International Journal of Computational Intelligence Systems, Vol. 11 (2018) 618–633
___________________________________________________________________________________________________________

623



Table 2. NINE META PATHS IN THE NETWORK

Meta-path Path Semantic (User may be interested in Event)

1 U—G—E events in user’s groups

2 U—G—U—E events that other users of the same group have participated in

3 U—E—U—E events that other users of the same group have participated in

4 U—G—U—G—U—E Similar to path 2, with double U—G—U

5 U—G—U—G—E Fusing path 2 and path 1 to get the semantic

6 U—G—U—E—U—E Fusing path 2 and path 3 to get the semantic

7 U—E—U—G—U—E Fusing path 3 and path 2 to get the semantic

8 U—E—U—G—E Fusing path 3 and path 1 to get the semantic

9 U—E—U—E—U—E Similar to path 3, with double U—E—U

Pro(vi,vi+1) is defined as below:

Pro(vi,vi+1) =
1

|N(vi)| (3)

where N(vi) denotes the set of the neighbor nodes of

vi with the same type as vi+1. Considering the above

definition may bring the problem of relation strength

decreasing as the size of group or event increasing,

we give another definition for Pro(vi,vi+1):

Pro(vi,vi+1) =
1

1+ ln(|N(vi)|) (4)

The effects of the above two computing meth-

ods will be compared through experiments, and the

meta-path based topology feature set is denoted as

ψP.

4.1.2. Modeling Temporal Feature

User’s behavior often has certain regularities in time

dimension, for example, some users often go out to

participate in social events in the evening of week-

end, and others like relaxing on weekday. We use the

users’ events records to find the temporal regularity

of behavior and assume that users will be in line with

their temporal regularity in the future. Considering

the data sparsity, enhancing the granularity of time

analysis is needed.

Fig. 4. Distribution of Events’ Time in Week mode

Fig. 5. Distribution of Events’ Time in Day mode

Fig.4 and 5 show the statistics of the time users

attended in events in time frame of week (168 hours)

mode and day (24 hours) mode on Meetup.com

dataset. It can be seen form Fig.4 that user’s habit

of attending events is different from weekday and

weekend, and it is also quite different in different
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Table 3: TIME FRAMES IN EBSN

Time frame Symbol Description

24 hours in day T1 divide day into twenty four hours

7 days in week T2 divide week into seven days

3 periods in day T3 divide day into three periods: 00:00-7:59, 8:00-15:59 and 16:00-23:59

6 hybrid time frames of week and day T4
divide week time into weekday and weekend

divide weekday and weekend into three periods

periods of day in Fig.5. Correspondingly, four time

frames are created to mine user’s behavior habit,

shown as Table 3.

According to the users’ history records and the

time frames, the eigenvalue of temporal feature

is defined under different time frames, shown as

Eq.(5):

ϕTi(u,e) =
|{e′|e′ ∈ E(u)∧ fTi(t(e

′)) = fTi(t(e))}|
|E(u)|

(5)

where e is event to be scored, e′ represents event user

u has attended, E(u) represents the event set user

u has attended, t(e) represents the time of event e,

fTi(t) is the function that maps event time to time

frame. The features under the four time frames con-

stitute the temporal feature set, denoted as ψT .

4.1.3. Modeling Spatial Feature

Related research34 shows that user’s behavior is of-

ten limited by spatial distance. Considering the im-

pact of spatial distance, we make the statistics for

the frequency distribution on the distance between

events to users’ home location, shown as Fig.6.

We model and fit the frequency distribution on

the distance. According to the fitting result and the

distance between user’s home and event’s location,

the spatial feature is quantified as a probability to

measure user’s willingness to participate in event.

Considering the data sparsity, we assume that the

behavior patterns of all users are consistent and do

analysis and fitting on the records of all users.

It can be found from Fig.6 that the distribution

is divided into two parts by k km(here is 30km),

one part of the data is in line with exponential dis-

tribution, and another part of the data is consistent

with heavy tailed power-law distribution. So we use

the sectional fitting method to fit the distance fre-

quency distribution. The fitting results are denoted

as fL( fLNY (d) and fLSF (d) represents NewYork or

San Francisco), shown as Eq.(6) and Eq.(7):

fLNY (d) =

{
0.1495∗ e−0.1718∗d ,d <= 30km

0.04313∗d−1.192,d > 30km
(6)

fLSF (d) =

{
0.1575∗ e−0.2104∗d ,d <= 30km

0.04313∗d−1.147,d > 30km
(7)

where d represents location distance between user

home and event.

The eigenvalue of the spatial feature is defined

based on the Eq.(6) or Eq.(7):

ϕL(u,e) = fL(dis(u,e)) (8)

where dis(u,e) represents the distance between user

u and event e. This feature constitutes the spatial

feature set, denoted as ψL.

Fig. 6. Frequency Distribution on Distance between Event

location and User’s Home location
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4.1.4. Modeling Semantic Feature

Combining all users’ tags, all events’ name and de-

scription together to construct the text content set,

we use Latent Semantic Analysis (LSA) model to

mine the latent semantic topic vector of users and

events, considering the high dimensional and data

sparse attribute of this set. And then the semantic

similarity can be measured by computing the cosine

similarity between user and event shown as Eq.9.

ϕS(u,e) = cos(θu,θe) =
θu ·θe

|θu||θe| (9)

where θu is semantic vector of user u and θe stands

for semantic vector of event e.

Here the topic number of semantic vector should

be first decided owing to it has impact on similar-

ity measurement. Because the core technique of se-

mantic space dimension reduction is Singular Value

Decomposition (SVD) in LSA, we analyze the dis-

tribution of singular value to get the topic number,

ie the latent semantic dimension, shown in Fig. 7.

Fig. 7. Distribution of First Five Hundred Singular Value

It can be seen that the singular value drops

smoothly about fiftieth topic, considering the bal-

ance of corpus size, semantic loss and computing

complexity, we choose the topic number 50 for LSA

model.

What’more, related research35 shows that the

smaller the average similarity between topics is, the

better the effect of the topic model will be. We de-

sign the method based on this idea to verify ratio-

nality of topic number 50. The specific method is

shown as below:

(i) Assuming the extracted words distribution

vector of topic i and j is zi and z j respectively, we

firstly compute the cosine similarity between two

topic vectors:

sim(zi,z j) = cos(zi,z j) =
zi · z j

|zi||z j| (10)

(ii) Assuming the topic number is K, the average

similarity between topics is defined as Eq.(11):

avgsim(K) =

2×
K−1

∑
i=1

K
∑

j=i+1
sim(zi,z j)

K × (K −1)
(11)

According to the experiment result, the topic

number we selected should have low average sim-

ilarity, shown in Fig.8. This feature on textual con-

tent of users and events constitute the semantic fea-

ture set, denoted as ψS.

Fig. 8. Experiment on Topic Number

4.2. Scoring Model

According to the extracted features, the recommen-

dation features set is generated by combining them

together, denoted as ψ = ψP ∪ ψT ∪ ψL ∪ ψS =
{ψ1,ψ2 , ... , ψ15}, including nine meta-path fea-

tures, four temporal features, one spatial feature and

one semantic feature. We put all the features into a

linear model to construct the scoring model for mea-

suring user’s preference or willingness on event. As-

suming that for user u and event e, the feature vector

is ϕ(u,e) = {ϕ1,ϕ2, ...,ϕ15}, the score of user u to
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event e is defined as Eq.(12):

r(u,e) = θ ·ϕ =
15

∑
k=1

θk ·ϕk (12)

where θk represents the weight of the k-th feature.

For the weight vector θ = {θ1,θ2, ...,θ15} in the

scoring model, it needs to be learned through data

training. The learning method will be introduced in

the following section and recommendation will be

carried out on the rank of events’ score.

Algorithm 1 Mutil-feature based event recommendation algo-

rithm

Input: Feature Set ψ =ψP∪ψT ∪ψL∪ψS, EBSN network G,

Target User u0, Weight Vector θ
Output: Event Recommendation List E ′

E =initializeCandidateEventSet(u0)
for each ei ∈ E do

Array ϕ
for each ψ j ∈ ψ do

if ψ j ∈ ψP then
P′

j = findInstancePathSet(u0,ψ j)
vP(u0,ei) = 0

for each instance-path p jk ∈ P′
j do

vP(u0,ei)+ = computeInstancePathValue(p jk)
end for
ϕ[ j] = vP(u0,ei)

else if ψ j ∈ ψT then
ϕ[ j] = computeTimeValue(u0,ei,ψ)

else if ψ j ∈ ψL then
ϕ[ j] = computeSpatialValue(u0,ei,ψ)

else if ψ j ∈ ψS then
ϕ[ j] = computeSemanticValue(u0,ei,ψ)

end if
end for

r(u0,ei) =
15

∑
k=1

θk ·ϕ[k];
end for
E ′ =Top-N(E,r)
return E ′

4.3. Recommendation Algorithm

According to the extracted features and the scoring

model, recommendation steps are given as below: (i)

Determining the candidate event set and the weight

vector θ . (ii) Calculating feature vector for each

event in the candidate set, as ϕ . (iii) Calculating

event score r according to the weight vector θ and

the feature vector ϕ . (iv) Generating recommenda-

tion list based on the rank of event scores. The spe-

cific algorithm is shown as algorithm 1.

5. Model Learning

5.1. Optimization Objective

In the event scoring model, the feature’s weight rep-

resents the importance of the feature. We use the

implicit feedback as the training data to learn the

weight vector. Implicit feedback which only repre-

sents the interaction between user and event is dif-

ferent from explicit feedback which represents the

weight of relation, such as user’s item scoring. If

there is interaction between user and event, the feed-

back is 1, otherwise, the feedback is 0.

Traditional parameter learning methods based on

classifier or loss function optimizing can not work

well for implicit feedback data. Inspired by Rendle

et al.36, a method based on maximum likelihood es-

timation called BPR is used to learn the weight vec-

tor. The goal of the learning process is to make the

order of all user-event pairs correct, which means the

events that user has attended should be ranked be-

fore other events. According to this idea, we define

the Bayesian formulation of the optimization crite-

rion, which is to maximize the posterior probability

as below:

p(θ |R) ∝ p(R|θ)p(θ) (13)

where θ is the weight vector, R represents the set of

all user-event pairs.

For calculability, we assume that users attend

events independently from each other and the at-

tending behavior for different events of a user is also

independent. According to the assumption, p(R|θ)
can be rewritten as below:

p(R|θ) = ∏
u∈U

p(Ru|θ)

= ∏
u∈U

∏
Ru

p(ei >u e j|θ)
(14)

where Ru represents the set of user-event pairs of

user u, p(ei >u e j|θ) represents the probability of

event ei ranked before event e j for user u, which is

defined as below:

p(ei >u e j|θ) = σ(r(u,ei)− r(u,e j)) (15)
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where σ(x) = 1
1+e−x .

In order to reduce the number of hyperparame-

ters, we define p(θ) as a normal distribution with

mean value 0 and Σθ = σ 2I. Therefore, we can de-

rive the final optimization objective function as be-

low:

OF = ln p(θ |R) = ln p(R|θ)p(θ)

= ∑
u∈U

∑
Ru

lnσ(ru
i, j)−λ ||θ ||22 (16)

where ru
i, j = r(u,ei)− r(u,e j), λ is the coefficient of

regularization term.

According to the implicit feedback data, we can

get the weight vector in the scoring model through

maximizing the objective function OF .

5.2. Optimization Method

Because the optimization objective function is dif-

ferentiable, we can use the gradient ascent method

to estimate the weight vector. The gradient in every

iteration be calculate as below:

∂OF
∂θ

=
∂

∂θ
(∑

u∈U
∑
Ru

lnσ(ru
i, j)−λ ||θ ||22)

= ∑
u∈U

∑
Ru

∂
∂θ

lnσ(ru
i, j)−λ

∂
∂θ

||θ ||22

∝ ∑
u∈U

∑
Ru

e−ru
i, j

1+ e−ru
i, j
· ∂

∂θ
ru

i, j −λθ

(17)

From the Eq.(17), it can be seen that there is too

much calculation in every iteration of the standard

gradient ascend, so we employ the SGD (Stochas-

tic Gradient Descent) method to do the estimation.

In every iteration of the learning process, only two

user-event pairs of one user are randomly extracted

from the training set to update the weight vector, as

Eq. (18):

θ = θ +α(
e−ru

i, j

1+ e−ru
i, j
· ∂

∂θ
ru

i, j −λθ) (18)

where α is the learning rate, which controls the con-

vergence speed of the learning process. Through

Eq.(18), the weight vector with the training data and

the hyperparameters (α and λ ) can be estimated. α

is often set empirically, and the value of λ can af-

fect the effect of the model learning, which will be

determined through experiment.

6. Experiments

6.1. Experiment Design

6.1.1. Dataset Partition

Before carrying out experiments, the dataset is di-

vided into the training set and the test set. The train-

ing set is used to learn the weight vector in the rec-

ommendation model and the results of our approach

are evaluated on the test set. Considering the timeli-

ness of event, we employ a better way to divide the

dataset rather than the traditional cross-validation

method. The set of the records which are users par-

ticipated in events are divided into three parts with

proportion of 8:1:1 based on event time, denoted as

S1, S2 and S3. We define the process of training and

test as follows:

1) Training process. The base network of train-

ing is constructed on S1, which the computation of

meta-path eigenvalue in the training process is based

on. For every users, the events with records in S2

constitute his positive feedback set (with value 1),

and the events without records in S1 and S2 consti-

tute the negative feedback set (with value 0). We ex-

tract training samples from the positive and negative

feedback sets and use the model learning method to

estimate the weight vector.

2) Test process. The base network of test is con-

structed on S1 and S2 , which the computation of

meta-path eigenvalue in the test process is based

on. For users in S3, we use related recommen-

dation methods to carry out Top-N recommenda-

tion for them and compute the evaluation metrics

through comparing the recommendation results with

the user-event records in S3.

6.1.2. Evaluation Metrics

In this paper, we choose the metrics of precision and

recall which are often used in recommendation re-

search to evaluate the effectiveness of our recom-

mendation method. The metric of precision is de-

International Journal of Computational Intelligence Systems, Vol. 11 (2018) 618–633
___________________________________________________________________________________________________________

628



fined as Eq.(19), and the recall metric is defined as

Eq.(20).

Precision =

∑
u∈Utest

|R(u)∩T (u)|

∑
u∈Utest

|R(u)| (19)

Recall =
∑

u∈Utest

|R(u)∩T (u)|

∑
u∈Utest

|T (u)| (20)

where Utest is the user set in the test set S3, R(u) rep-

resents the set of recommendation events for user u,

T (u) represents the set of events with records in S3

for user u.

6.1.3. Comparison Methods

To validate the effectiveness of our approach, we

compare the proposed method with several typical

recommendation methods. The methods involved in

the experiment are described as follows:

MHF: The Multiple Hybrid Features based

event recommendation method proposed in this pa-

per, where the computation of meta-path eigenvalue

uses Eq.(3).

MHF-L: Also the method proposed in this pa-

per, with the computation of meta-path eigenvalue

uses Eq.(4).

UCF: The User based Collaborative Filtering

event recommendation method. The similarity be-

tween users is computed according to the event at-

tending records and the recommendation is carried

out based on the similarity using the collaborative

filtering method.

ICF: The Item based Collaborative Filtering

event recommendation method. The similarity be-

tween events is computed according to the event at-

tending records and the recommendation is carried

out based on the similarity using the collaborative

filtering method.

CEER: The event recommendation method pro-

posed in work 19, which uses the information of

content, social relation and local popularity to rec-

ommend.

BMF: The method which uses the Matrix

Factorization model with BPR36 learning method to

recommend.

For the above methods, the UCF and ICF belong

to heuristic methods, which do not need the train-

ing process. But for the others, there are parameters

which need to be learned in the model. And all the

learning processes of them have two hyperparame-

ters to be set up, which are the learning rate α and

the regularization term coefficient λ . Learning rate

α will be selected by balancing global convergence

with speed of convergence. For our methods MHF

and MHF-L, the hyperparameters λ are determined

by experiments. We extract 800 users from the test

set S3 as the validation set to carry out recommenda-

tion experiments with different λ and compute the

precision metric of the results, shown in Fig.9.

According to the experiment results, the hyper-

parameters in our approached are set as follows: For

the New York dataset, MHF(α = 0.01,λ = 10−6),

MHF-L( α = 0.03,λ = 10−5 ). For the San Fran-

cisco dataset, MHF(α = 0.03,λ = 10−7), MHF-

L(α = 0.03,λ = 10−7). And for CEER and BMF, the

hyperparameters are set according to their paper as

follows: CEER(α = 0.0001,λ = 10−6), BMF(α =
0.001,λ = 10−3) and the size of dimensions for the

latent factors in BMF is set to be 10.

6.2. Experiment Results

6.2.1. Analysis on the Overall Effect

We carry out experiments of Top-N event recom-

mendation using the above methods on the two city

datasets and compare the performance on the met-

rics of precision and recall, shown in Fig.10.

From the experiment results, it can be seen that

our approach performs better than the other typical

methods for different values of N on different city

dataset. In particular, the BMF method obtain the

worst results compared to other methods, we argues

that it is caused by the data sparsity which lead to the

distortion of feature vectors in the matrix decompo-

sition process. Our method has an obvious higher

promotion compared to BMF, which proves that in

the case where the data is extremely sparse, making

more use of various indirect relations and context in-

formation in the network can effectively improve the

performance of recommendation.

For the two methods proposed in this paper MHF
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(a) NY dataset with MHF (b) SF dataset with MHF

(c) NY dataset with MHF-L (d) SF dataset with MHF-L

Figure 9: Precision Comparison with different λ

and MHF-L, we can see that the performance of

MHF is better than MHF-L. For the computing

method of meta-path eigenvalue in MHF-L, it is a

way of enhancing the weak connection according to

the weak connection theory in essence, but it doesn’t

work well in EBSN. We argues that it is caused by

the strong data sparsity of EBSN. In the case where

the data is extremely sparse, the indirect relations

can play a great role in recommendation, and these

relations can be seen as strong connections in the

situation, so it is more appropriate to use the infor-

mation of the connections without modification, just

like Eq.(3).

6.2.2. Analysis on the Effect of Different Sparsity

In recommendation problem, the data sparsity of

users has direct impact on the effect of recommen-

dation. So we define user’s data sparsity according

to the number of records between users and events,

shown as follows:

Sparsity(u) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1, |E(u)|� 5

2, 6 � |E(u)|� 10

3, 11 � |E(u)|� 15

4, 16 � |E(u)|� 20

5, |E(u)|> 20

(21)

where E(u) represents the set of events that user u
has attended.

The sparsity from 1 to 5 represents the intensity

of the data sparsity from very strong to very weak.

In order to validate the effectiveness of the proposed

method for users with different sparsity, we carry out

experiments of Top-5 recommendation on users with

different sparsity, and compare the performance on

the metric of precision, shown in Fig.11.

From the experiment results, it can be seen that

our proposed event recommendation methods works

better than other comparison methods for users with
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(a) Precision on NY dataset (b) Recall on NY dataset

(c) Precision on SF dataset (d) Recall on SF dataset

Figure 10: Precision and Recall Top-N Recommendation Comparison with different Method

(a) NY dataset (b) SF dataset

Figure 11: Precision Comparison on the Effect with Different Sparsity

different sparsity. In the case where the data is rela-

tive abundant, the promotion of our approach com-

pared to other methods is more obvious, and in the

case where the data is relative sparse, the effect

of our approach also has considerable improvement

compared to the others. This result proves that the

dealing method of the data sparsity in our approach

is effective and the proposed event recommendation

algorithm has robustness to the data with different

sparsity.

For the two methods proposed in this paper MHF

and MHF-L, when the data is relatively sparse, MHF

works better than MHF-L, which is just the opposite

when the data is relatively abundant. The result is

just in line with the analysis in the last section. That

is for users with sparse data, the limited links which

can be seen as strong connections play an important

role to the recommendation, so we should use the
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indirect link information without modification and

the MHF method which works just in this way per-

forms better. But for the users with abundant data,

there are more indirect links available and the differ-

ence between the intensity of relations is obvious.

So we can construct user’s preference more com-

prehensively through mining the available informa-

tion in the weak connections in the way of enhanc-

ing their effect like Eq.(4) and the MHF-L method

which works in this way obtains the better recom-

mendation results.

7. Conclusion

In this paper, we propose a multiple hybrid features

based method to solve the event recommendation

problem. On the basis of constructed the EBSN

model, features based on the information of EBSN

network structure and context are extracted to mea-

sure user’s preference on event. We create a rec-

ommendation model on the features and use the im-

plicit feedback data to learn the weight vector in the

model. Experiments show that our approach has bet-

ter performance on real datasets compared to other

typical methods, which proves that adding the infor-

mation of indirect relations and context into the rec-

ommendation method can alleviate the impact of the

data sparsity in EBSN. Although our approach can

easily generate online recommendation list by fea-

ture weights based on offline training, we will mod-

ify the recommendation method to make it suitable

for the online real-time network on streaming data38

environment in the future.
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