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Abstract 

In order to improve the accuracy in the On-line measurement of rail profile with a line structured light based on 
machine vision, the accurate extraction of a structured light stripe is a necessary and key step. An accurate 
extraction method is proposed for the structural light stripe in practical applications. The structured light stripe is 
separated and extracted accurately based on the geometric characteristics of the structure light stripe in the binary 
image. And the noise in the captured image is removed with region segmentation method. The above method was 
tested in laboratory conditions. Experiment results show that the developed method can effectively solve the 
problem of the accurate extraction of structured light stripe in real time. 
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1. Introduction 

With the rapid development of rail traffic, the issues of 
train safety are becoming more prominent than before. 
Here railroad plays an important role. Identifying rail-
wear status is critical to keep high-speed running safety. 
In order to measure the rail profile efficiently, the On-
line measurement of rail profile with a line structured 
light based on machine vision is proposed in this paper. 
The basic measurement principle is that the structured 
light projected on the object's surface, is captured by a 
camera, and the modulated strips images record the 
three-dimensional information about that object surface. 
In rail profile measurement the structure-light will be 
distorted when it is projected on rail profile, and this 
represents the railway profile information. Then the 
capture image is processed to extract the contour line 

and calculate its real dimensions. By comparing the 
calculated results with the standard rail profile, the 
railway working status will be determined.  
In order to ensure the accuracy of measurement, the 
accurate extraction of a structured light stripe is a key 
step. The traditional methods1 are the threshold method 
and the extreme value method. Those methods are 
suitable in the situation when the distinction of 
grayscale is very large between the background and 
target area in the capture image. If there are a lot of 
noises in the image or the grayscale of the target is 
similar to that of the background, it is not effect for 
these methods.  
In light of above problems, an accurate method used for 
the extraction of structured light stripe is proposed in 
this paper. Firstly, horizontal integral projecting and 
vertical integral projecting is calculated to determine the 
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position of target stripe in the image. After that, the 
most of noise with more pixels in the captured image 
will be removed with region segmentation method. 
However, for some little noise with only few pixels, it is 
needed to consider the characteristics of the stripe, such 
as the shape, the size and the grayscale gradient. 
According to these geometric and lumination 
characteristics of the structure light stripe, the target is 
extracted from the captured image. The experiments 
show it can provide more accurate calculated results. 

2. Measurement method 

The traditional rail measurement generally is a contact 
measurement with a compound tool. It can only be used 
for the measurement in a specified area. And it is 
impossible to get the general geometric data of the 
whole rail. Many conclusions are made by the 
operator’s experience.  
The on line measurement can be perform by the non-
contact measurement with a line laser using machine 
vision. In order to get the same measurement as the 
contact method, it is necessary to determine the 
measurement base point dynamically. Here a special 
measurement device is designed to realize measurement 
automatically as in figure 1. There are two measurement 
modules A and B. Module A is used for the rail profile 
measurement, and B is for determining the base point of 
that profile. Each of the measurement modules is 
composed of a line structured light emitter and an 
industrial camera. Based on the triangular measurement 
principle, the stripe of the light of the rail profile is 
transformed to the real dimension. Therefore, the 
precision of the laser line extraction is important to the 
final measurement results.  

 

Fig.1.Illustration of the measurement method 

3. Image enhancement 

The on-line measurement of the rail profile is performed 
in the out-door environment. The illumination 

conditions generally will vary very fast and irregularly 
when the vehicle moving. It will influence the quality of 
the captured images. In order to get reliable image 
processing results, it is necessary to reduce the 
illumination influence efficiently. Here the following 
method is used. Firstly, some high quality images with a 
laser line are captured as a sample in the laboratory 
conditions, and the average gray-value of the images is 
calculated as g_valm. It is used as the standard value. In 
the later measurement process, the average gray-value 
of each captured image is calculated as g_val. The 
difference between the standard value and is calculated 
as △val. Finally, the new gray value of each pixel in 
that image is calculated by subtracted the △val with 
their original gray scale.  
The next step is to separate the target area and non-
target area. Horizontal integral projecting and vertical 
integral projecting is calculated first. According to the 
variance of the integral value, the target stripe and 
background are determined. According to the principle 
of Michelson contrast2, the area is extracted as in figure 
2. The equation is Eq. (1). 
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Fig 2.Processing with image enhancement 

As shown in Fig.2, by image enhancement, the left 
image captured outside with much sunshine influence, 
the laser line is extracted effectively.  

4. Stripe extraction  

With the image enhancement, the influence of 
illumination is removed, but some noises are left in the 
image. In order to extract the rail profile stripe 
efficiently, the noises  are removed with following steps. 
The region's intelligent segmentation is carried on first 
to remove the most noises of the image. Then the 
position of the target stripe can be extracted reliably 
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with the geometry feature model identification 
algorithm. Moreover, it can accurately locate the 
position of the target stripe. 

4.1. Regional intelligent segmentation 

In the rail profile measurement with line structure light, 
the image with the line structure light contour, as shown 
in Fig.3, is captured. After the image binarization like in 
Fig.4, the stripe is in the different connection area 
separated3 with other big noises. Because they occupy 
different independent regions, it is appropriate to extract 
them with segmentation method. After this operation, 
the line structured light contour and a small part as the 
noise are left, as shown in Fig.5. 
By the intelligent segmentation, most noises can be 
eliminated automatically and efficiently in each 
captured image. Then the target stripe can be extracted 
with the previous processing results.  

 

Fig.3. Structured light profile 

 

Fig.4.Binary image with image processing 

 
Fig.5. Remove the noise with region segment 

4.2.  Identify geometric feature 

Considering the stripe geometric characters, in order to 
extract the stripe accurately, the structural light is 
treated as one object. In the boundaries of the stripe, the 
gray value of each pixel is not zero. And the geometric 
of the structured light area is different from other noises. 
It can be segmented with pattern recognition algorithms 
directly. Then with the continuous scanning of each 
pixel in the X direction and the Y direction respectively, 
the outer boundary and inner boundary of the line 
structured light stripe can be accurately extracted4.  As 
shown in Fig.6, two continuous boundaries are obtained. 
With the high resolution of the camera, they accurately 
represent the geometric feature of the measured rail 
profile. 

 

Fig.6. Stripe extraction results 

5. Skeleton extraction  

As shown in Fig.3, the structure light stripe is not a line 
with one pixel width. The rail profile is represented 
finally with the one pixel width line. It is necessary to 
transform the laser line into a line with one pixel width 
before the real dimension calculation. Here the skeleton 
algorithm is used after extracting the contour. The 
normal direction is calculated with the change of the 
curvature. In this direction, the average coordinate value 
of each internal and external contour’s pixel is 
calculated as the pixel coordinate of the center stripe5.  
In this experiment, the laser stripe is about the width 
with 10-20 pixels. After the skeleton processing, the 
width of the stripe is one pixel in the center of the stripe, 
so it can improve the accuracy of later transformation. 
The result of skeleton processing is shown in Fig.7. 
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Fig.7. Skeleton processing result 

6. Analysis 

The outer edge and inner edge of the structured light 
stripe are extracted respectively as shown in the Fig.6. 
Considering the influence of line laser width in the 
captured image, the center line is used as the line 
structured light stripe, as shown in Fig.7. Compared 
with the outer edge and inner edge, the center line is 
better to represent the rail profile.  
In order to verify the segmentation method in this paper, 
other edge detection algorithms, such as Roberts 
operator and Sobel operator, are tested with the same 
image. Their results are shown in Fig.8. In their result, 
there are not only the stripe edges but also the internal 
noise of the stripe. And some of the stripe edges are not 
composed with a single pixel, so it will influence the 
measurement accuracy.  

 

 
Fig.8. Edge detection operator with Roberts and Sobel 

Compared with other image segmentation method, the 
method used in this paper can effectively eliminate the 
noise and extract the stripe accurately. With the skeleton 
algorithm, the central stripe with one pixel width is used 
as the rail profile for dimension transformation. 

7. Conclusions  

In this paper, based on non-contact measurement with 
machine vision, a rail profile detection method is given. 
Due to the complexity in the practical working 
environment, the image enhancement technique is used 
to weaken the influence of illumination of outside sun 
shine. With the region segmentation and pattern 
recognition of geometric feature, the line structured 
light stripe is extracted accurately. At the same time, the 
image processing results are compared with the other 
edge detection methods, such as Roberts and Sobel. The 
method used in this paper, can effectively eliminate the 
noise influence the measurement accuracy6. 
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