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Abstract

The Monte Carlo adaptation rule has been proposed to design asymmetric neural network. By adjusting
the degree of the symmetry of the networks designed by this rule, the spurious memories or unwanted
attractors of the networks can be suppressed completely. We have extended this rule to design full-
connected neural networks and diluted neural networks. Comparing the dynamics of these two neural
networks, the simulation results indicated that the performance of diluted neural network was poorer
than the performance of full-connected neural network. As to this point, further research is needed. In
this paper, we use the annealed dilution method to design a diluted neural network with fixed degree of
dilution. By analyzing the dynamics of the diluted neural network, it is verified that asymmetric full-
connected neural network do have significant advantages over the asymmetric diluted neural network.

Keywords: diluted neural network; annealed dilution; dynamics; spurious memory.

1. Introduction

Spurious memory is a classical problem in neu-
ral networks.1,2,3,4,5,6,7,8 A variety of algorithms
have been proposed to suppress the spurious mem-
ories. These algorithms could decrease the num-
ber of spurious memories to some extent, but it
is unknown whether the spurious memories would
completely disappear by using one of these algo-
rithms. With the development of biology knowl-
edge, we become more and more acquainted with
biological neural systems. It has been indicated that
asymmetric neural networks can suppress spurious
memories.9,10,11,12,13

One of the authors developed a strategy for de-
signing asymmetric neural networks of associative

memory with controllable degree of symmetry and
controllable basins of attraction.14 The strategy is
called Monte Carlo Adaptation (MCA) rule. It is
shown that the performance of the networks de-
signed by MCA rule depends on the degree of the
symmetry. By adjusting the degree of the symme-
try, the spurious memories or unwanted attractors
can be suppressed completely. The values of the
coupling matrix are set to be two states: the bi-
nary numbers ±1. By extending the original MCA
rule to design feedback neural networks with dis-
crete weights, the performance of feedback neural
networks with single-layer full connection as well
as diluted connection synapses have been studied.15

And their storage capacity and global dynamics be-
haviors were evaluated. The simulated results indi-
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cated that the full-connected neural network had bet-
ter performance than the diluted one.15 This is dif-
ferent from the traditional views, which thought the
diluted neural network had better performance than
the full-connected neural network.16,17,18

The authors of Ref. 19 designed a new learn-
ing algorithm towards self-generating fuzzy neural
work. The proposed algorithm was efficient and was
able to generate a fuzzy neural network with high
accuracy and compact structure. Ref. 20 presented
a survey about the development of neural associa-
tive memories, and pointed out the importance of
sparse coding of associative memory patterns. A se-
ries of pipelined decision feedback recurrent neural
networks were proposed by Ref. 21–25. The sim-
ulations demonstrated these feedback recurrent neu-
ral networks with less computational complexity and
better convergence rate. The author of Ref. 26 sug-
gested the asymmetric neural network could store
more patterns when the dilution and learning pro-
cesses were performed together. The time order of
the learning and dilution processes affects the stor-
age capacity of diluted neural networks. There are
three different types of diluted neural networks: di-
lution after learning, dilution before learning, and
dilution during learning. The last one is differ-
ent from the former two. In the last type of di-
luted neural network, the dilution process and the
learning process are carried out at the same time.
When the dilution process occurs, it will consider
the stored patterns in the network and select the best
broken bonds to have more patterns to be stored.
This method is called annealed dilution and will be
adopted in this paper.

In our previous work15, we had compared the
dynamics of the full-connected neural network and
the diluted neural network, but we did not fix the
degree of dilution. In other words, the size of the
full-connected neural network and the size of the
diluted neural network were the same. In order to
study the performance of the diluted neural network
more deeply, this paper designs a diluted neural net-
work with fixed degree of dilution and compares
its dynamics with the full-connected neural network
which has the same real links with the diluted one.
Meanwhile, this paper analyzes the valid storage ra-

tio, the training time, and the retrieval time of the
two types of neural networks, as well as the three
phases of diluted neural networks with different de-
grees of dilution. This paper also applies the two
types of neural networks for solving the handwritten
digital image problem.

The outline of this paper is the following. Sec-
tion 2 describes the rule to design asymmetric neural
network with binary weighted values, and the rule
to design diluted neural network with fixed degree
of dilution. Section 3 presents the dynamic behav-
iors of the designed diluted neural network and the
full-connected neural network. Then section 4 in-
troduces the application of the two types of neural
networks for solving the handwritten digital image
problem. Finally, section 5 concludes this paper.

2. The Design Rule

2.1. The rule to design asymmetric neural
network with binary weighted values

The goal of MCA rule is to control attraction basins
of the stored patterns, by means of distributing the
local fields of the stored patterns. We employ
the single-layer feedback neural network, which is
given by (1), to introduce this idea.

si(t +1) = sgn(hi(t))

hi(t) =
N

∑
j=1

Ji js j(t), i = 1,2, · · · ,N
(1)

Here, N is the number of neurons, si(t) ∈ {±1} is
the state of ith neuron at time t, hi(t) is the instan-
taneous local field of the ith neuron, and sgn(h) is
the sign function. The goal of the design is to find
the coupling matrix J for which P patterns {εµ ,µ =
1,2, · · · ,P} are stored as fixed points of (1). Every
pattern εµ = {εµ

1 ,ε
µ
2 , · · · ,ε

µ
N} should satisfy, εµ

i =
sgn(hµ

i ), or, equivalently,

bµ
i = εµ

i hµ
i > 0

hµ
i =

N

∑
j=1

Ji jεµ
j , i = 1,2, · · · ,N

(2)

Being stored as a fixed point is just the primary
requirement for a memory pattern. An efficiently
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stored pattern should be practically retrievable. The
quality of the retrieval is related to the attraction
basin of the memory pattern. The larger the attrac-
tion basin of the pattern, the more easily it can be
retrieved. To illustrate this, we may analyze the fol-
lowing example.

Suppose εµ is a memory pattern and there are
a set of mutations, which will take place on εµ ,
namely, εµ

k → −εµ
k , for k ∈ {r}, where {r} is the

index set of the mutations, then we have

b̃µ
i = bµ

i −2εµ
i

r

∑
k=1

Jikεµ
k (3)

If b̃µ
i > 0 for i = 1,2, · · · ,N, the mutated pattern

should be attracted to the original one via one step
of evolution under (2). For convenience, we define
the set of patterns that can be attracted to the mem-
ory pattern εµ by only one step of evolution, as the
core of the attraction basin of the memory pattern.
To keep b̃µ

i positive under a number of simultaneous
mutations, bµ

i should be as large as possible, while

|εµ
i

r
∑

k=1
Jikεµ

k | in Eq. (3) being as small as possible.

Thus, designing a feedback neural network is a typ-
ical problem of constrained optimization.

2.2. The rule to design diluted neural network
with fixed degree of dilution

We extend the original MCA rule to design the di-
luted neural network with fixed degree of dilution.
Note that bµ

i is determined only by the ith row of
synapse matrix J, in this way the synapse matrix
can be designed row by row independently. We start
with a random matrix with random value ±1, sup-
pose a set of P patterns to be stored, and limit the
diagonal element Jii = 0. The design process con-
sists of the following steps.

(i) The first step, for the ith row of J, we find the
minimum value of bµ

i . Usually there are a set
of elements having the same minimum. We de-
note the minimum value as bmin

i and record the
indexes of these elements as {µ1,µ2, · · · ,µm},
namely, bµ

i = bmin
i if µ ∈ {µ1,µ2, · · · ,µm}.

(ii) The second step, for every element in ith row
of matrix J, namely, {Ji j, j = 1,2, · · · ,N, j ̸=
i}, we compute {sµ

i Jµ
i js

µ
j ,µ = µ1,µ2, · · · ,µm}

and find the items that are lower than or equal
to zero, denoted as mi j. Using mmax

i j to rep-
resent the biggest item among them, we find
a set { j1, j2, · · · , jm} that satisfies mi j = mmax

i j ,
where j ∈ { j1, j2, · · · , jm}.

(iii) The third step, we randomly select one item j
from the set { j1, j2, · · · , jm}, if Ji j < 0, then
Ji j = 0; if Ji j > 0, then Ji j = −1; otherwise
Ji j = 1. Before doing this, we have fixed the
number of nil elements of the coupling matrix
J, and make every row have the same number
of nil elements. But the location of nil ele-
ments is adjusted to maximize the total num-
ber of patterns to be stored. Here we adopt
the annealed dilution. We suppose every row
has (1− f ) ∗N nil elements. The parameter
f (0 6 f 6 1) represents the fraction of non-
zero synapses afferent to a neuron. It is used to
denote the degree of dilution: f = 1 represents
the network is full-connected (no dilution) and
f = 0 stands for the disconnected network (ex-
treme dilution).

3. Dynamic Behaviors of the Two Neural
Networks

The two neural networks in this paper refer to the
full-connected neural network with binary weighted
values and the diluted neural network with fixed de-
gree of dilution, respectively. In this section, the re-
sults of numerical simulations are discussed and the
performances of the two neural networks are illus-
trated.

Generally, the MCA rule indicates that there are
two transformation points (C1,C2) and three phases
in the relational graph of absorptivity Pac and con-
trol parameter C in the full-connected neural net-
work. C is a positive constant, being used to con-
trol the absolute value of local field. Meanwhile, C
determines the size of attraction basin of the stored
patterns. Larger values of C imply larger basins of
attraction, thus this parameter is called the stability
parameter.15 In the region C <C1, Pac = 0, namely,
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almost no initial state is attracted to the memory pat-
terns. This region is referred as chaos phase. In the
region C1 <C <C2, Pac = 1, namely, all the initial
states are attracted to memory patterns. It is referred
as pure memory phase. In other words, there are no
spurious memories at all in this region. In the region
C >C2, Pac decreases as C increases, which implies
extra attractors besides the memory patterns coexist
in this region.

Meanwhile, the storage capability is always the
key point when designing neural network. For a
neural network with N neurons and P stored pat-
terns, suppose R denotes the storage capability, then
R = P/N. The storage capability of Hopfield net-
works has been studied for a long time, and the
maximum storage capability of Hopfield neural net-
works is 0.138N. Above this value the network will
not learn and cannot store patterns, then the patterns
will not be the stable points of the network.

There are two conditions when a stored pattern
is considered as the attractor of the network. One
is that the pattern is the fixed point of the network,
and the other is that it must have the domain of at-
traction. Our proposed rules indicate that when the
controlled parameter C > 0, the stored patterns sat-
isfy the above two conditions.

Fig. 1 shows the phase diagrams of the full-
connected neural network, and Fig. 2 gives an ex-
ample of the diluted neural network with f = 0.98.
C1 and C2 are the two transformation points. The di-
luted neural network is set with 500 neurons, and the
storage ratio is 0.02 (10 stored patterns). As men-
tioned earlier, the two neural networks are designed
to have the same real neuron links in this paper.
Therefore, the full-connected neural network has
495 neurons. The three phases a, b, r in Fig. 1 and
Fig. 2 represent chaos phase, pure memory phase,
and mixed phase. It is clear that the dynamics be-
haviors of the two neural networks are similar. How-
ever, the pure memory phase b and the first transfor-
mation point C1 of the diluted neural network are
smaller than that of the full-connected one.

In the chaos phase and pure memory phase, there
are no spurious memories and all the stored patterns
are the fixed points of the networks. Thus, the first
transformation point C1 can denote the maximum

storage capability of the network without spurious
memories. It is also called maximum effective stor-
age capacity, denoted by αmax.
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Fig. 1. The transformation points and three phases of full-
connected neural network
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Fig. 2. The transformation points and three phases of di-
luted neural network with f = 0.98

Fig. 3 and Fig. 4 on the next page show the stor-
age capacity of the two neural networks. According
to these two figures, αmax = 0.12 in full-connected
neural network and αmax = 0.08 in the diluted neu-
ral network. The results indicates that the storage
capability of the diluted neural network with fixed
degree of dilution is lower than the full-connected
one. Meanwhile, the first transformation point of
the full-connected neural network does not change
as the storage ratio changes. In other words, the first
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transformation point is independent of the storage
ratio. However, in our designed diluted neural net-
work, the first transformation point is stable at first
but later increases when the storage ratio increases.
The second turning point increases first and later de-
creases. Thus, in this diluted neural network, the
first transformation point is not stable.
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Fig. 3. The value of αmax in full-connected neural network
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Fig. 4. The value of αmax in diluted neural network

Fig. 5 and Fig. 6 show the storage capacity
of the discrete multi-state neural network, which
was designed in our previous work.15 According to
Fig. 5 and Fig. 6, αmax = 0.11 in full-connected neu-
ral network and αmax = 0.04 in diluted neural net-
work. Hence, this paper has similar conclusion, that

the storage capability of the diluted neural network
with fixed degree of dilution is lower than the full-
connected one.
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Fig. 5. The value of αmax in full-connected neural network
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Fig. 6. The value of αmax in diluted neural network

Fig. 7, Fig. 8 and Fig. 9 on the next page show
the phase diagram of the diluted neural network with
f = 0.96, f = 0.90 and f = 0.80, respectively. The
diluted neural network is set with 500 neurons, and
the number of stored patterns is 10. Compared with
the phase diagram of Fig. 2, the pure memory phase
becomes larger when f = 0.96, then it becomes
smaller with the increasing of the degree of dilution.
When f = 0.80, there is no pure memory phase in
the diluted neural network, hence it is not necessary
to continue exploring greater dilutions.
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Fig. 7. The transformation points and three phases of the
diluted neural network with f = 0.96
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Fig. 8. The transformation points and three phases of the
diluted neural network with f = 0.90
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Fig. 9. The transformation points and three phases of the
diluted neural network with f = 0.80
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Fig. 10. The training time of the two neural networks with
10 stored patterns
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Fig. 11. The retrieval time of the two neural networks with
10 stored patterns
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Fig. 12. The training time of the two neural networks with
20 stored patterns
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Fig. 13. The retrieval time of the two neural networks with
20 stored patterns

Fig. 10 and Fig. 11 show the training time and
retrieval time of the full-connected neural network
and diluted neural network with 10 stored patterns.
Fig. 12 and Fig. 13 show the training time and re-
trieval time of the full-connected neural network and
diluted neural network with 20 stored patterns. The
training time and retrieval time represent the training
step length and retrieval step length, respectively.
The size of the diluted neural network is 500 and
f = 0.98. The full-connected neural network has
495 neurons. The results indicated that the diluted
neural network needs more training time (study step)
than that of the full-connected one but it needs less
retrieval time. Due to space limit, herein we only
show the results in the pure memory phase, the chaos
phase and mixed phase have the similar results.

4. A Case Study

After presenting the design rule and studying the
dynamic behaviors of the full-connected neural net-
work and the diluted neural network, the two neural
networks will also be applied for solving the hand-
written digital image problem.

In our evaluation, we experimented with the
U.S. Postal (USPS) handwritten digits dataset.27 The
dataset consists of a training set with 7291 images
and a test set with 2007 images. The images are
16*16 eight-bit grayscale maps, with each pixel
ranging in intensity from 0 to 255. The task is to
predict, from the 16*16 matrix of pixel intensities,
the identity of each image (0,1, . . . ,9) quickly and
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Fig. 14. The size of the pure memory phase of the two neu-
ral networks

accurately.27 In order to get binary data, we con-
verted each pixel into two bits, and each image has
512 bits. Then we set the number of neurons in the
diluted neural network to 512.

In the evaluation, we chose ns (ns∈{1,2, . . . ,6})
samples for each image (0,1, . . . ,9), and we got
10∗ns training cases. Then the storage capability is
R = 10∗ns/512. The size of the pure memory phase
is denoted as Spm = C2 −C1. Fig. 14 shows the
value of Spm of the full-connected neural network
and the diluted neural network. The degree of dilu-
tion in the diluted neural network is set to f = 0.98.
The results indicated that the value of Spm of the full-
connected neural network is greater than that of the
diluted neural network when they had the same stor-
age capability.

5. Conclusion and Future Work

This paper presented the designed diluted neural net-
work with fixed degree of dilution. The dynamics
behaviors of this network are consistent with the dis-
crete multi-state diluted neural network in previous
works. In our previous work, the degree of dilu-
tion was not fixed and the size of the full-connected
neural network was same with that of diluted neu-
ral network. In this paper, the degree of dilution is
fixed and only the real neuron links of the two neu-
ral networks are the same. Thus, the sizes of the
two neural networks are different. The simulation
results demonstrated that the maximum storage ca-
pability of the designed diluted neural network is
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smaller than that of the full-connected neural net-
work designed by the MCA rule. Meanwhile, in our
experiment, the pure memory phase of the diluted
neural network exists when the degree of dilution
f ∈ {0.8,1}. And in the beginning, the pure mem-
ory phase of the diluted neural network becomes
larger with the increasing of the degree of dilution
( f ∈ {0.9,1}), then it becomes smaller with the in-
creasing of the degree of dilution ( f ∈ {0.8,0.9}).
The results also indicated that the second transfor-
mation point of the diluted neural network does not
decrease with the increase of the number of stored
patterns, but fluctuates.

We will conduct further research on other un-
solved issues. For example, the diluted elements in
this paper are asymmetry, and every row of the cou-
pling matrix has the same number of nil elements.
The performance of the symmetry diluted elements
is also worth to investigate for future work.
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