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Abstract

Currently Mutual Information has been widely used in pattern recognition and feature selection problems.
It may be used as a measure of redundancy between features as well as a measure of dependency eval-
uating the relevance of each feature. Since marginal densities of real datasets are not usually known in
advance, mutual information should be evaluated by estimation. There are mutual information estimators
in the literature that were specifically designed for continuous or for discrete variables, however, most
real problems are composed by a mixture of both. There is, of course, some implicit loss of information
when using one of them to deal with mixed continuous and discrete variables. This paper presents a new
estimator that is able to deal with mixed set of variables. It is shown in experiments with synthetic and
real datasets that the method yields reliable results in such circumstance.
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1. Introduction

Mutual information (MI) 1 has been applied to a

wide range of machine learning problems 2,3. It is

a well established approach, especially for estimat-

ing uni and multi-variate non-linear relations, being

also applied in the context of Feature Selection (FS)
4. In order to evaluate mutual information, densi-

ties of dependent and independent variables should

be estimated. In practice, evaluating mutual infor-

mation is not straightforward, since it requires a pri-
ori knowledge of densities, however, not much in-

formation about generator functions is available in

advance, what requires an estimator to be adopted.

A MI estimator for classification problems is de-

rived from the Kraskov estimator 5, then developed

by Goméz et al. 6. It addresses classification tasks by

using the discrete nature of the output variable, and

can also be applied to multi-class feature selection

problems. Nevertheless, like the original Kraskov
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estimator, this approach is also restricted to continu-

ous input variables. However, most real-domain ap-

plications contain not only continuous but also dis-

crete variables, which are usually treated separately.

In mixed variable problems, usually continuous fea-

tures are discretized and then density estimators for

discrete variables are used in order to evaluate MI.

Other strategies can be found in the literature to

estimate mutual information, like in 7 where Parzen-

window is used, but without specifying whether

there was differential treatment for discrete and con-

tinuous variables. In 8 a filter method uses the Fraser

estimator extended version to estimate densities of

continuous variables and contingency tables to dis-

crete ones. This paper aims to propose a new esti-

mator based on the original Kraskov method that is

able to deal concurrently with continuous and dis-

crete variables in order to perform feature selection.

The ability to aggregate discrete and differential en-

tropies is the main aspect of the proposed estima-

tor. This is based on the fact that differential entropy

of a random variable and entropy of its discretized

version are different. Loss of information related

to relevant features may appear when discretization

methods are applied. The proposed method yields

improved performance in such cases, since discrete

and continuous variables are jointly considered.

Experiments with datasets composed by mixed

set of variables are carried out for feature selection

problems.

2. Mixed Entropy and Mutual Information

Common approaches for MI estimation include dy-

namic allocation of histogram bins 4, recursive parti-

tioning of the input domain 9 and kernel density esti-

mators 10. Nevertheless, as detailed below, MI esti-

mation from discretized variables are shifted from

the estimation obtained directly from the original

continuous variables.

Consider a continuous random variable Z with

a continuous probability density function f (z) and

that the space of Z is discretized into fixed intervals

Δ and each interval i is defined as [iΔ,(i+1)Δ]. For

each interval i, as a direct consequence of the mean
value theorem, it is possible to find a value zi for

which

f (zi)Δ =
∫ (i+1)Δ

iΔ
f (z)dz . (1)

A discrete random variable ZΔ can be defined

over a countable number of values zi, being one per

interval i of Z. In this case the probability pi asso-

ciated to zi can be written on the basis of the prob-

ability density function of Z as pi = f (zi)Δ. Cover

and Thomas 1 show that the discrete entropy of the

quantized variable ZΔ is given by

H(ZΔ) = −
∞

∑
−∞

pi log pi (2)

= −∑Δ f (zi) log f (zi)− logΔ (3)

if ∑ f (zi)Δ =
∫

f (z) = 1.

It can be shown 1 that the first term in Equation 3

tends to the integral of − f (z) log f (z) as Δ → 0, if

f (z)log f (z) is Riemann integrable. This implies

that the entropy of the discrete random variable ZΔ

and the differential entropy of the continuous ran-

dom variable Z relate as

H
(
ZΔ)+ logΔ → h(Z) as Δ → 0 ; (4)

see theorem 8.3.1 in 1.

Equation 4 shows that the entropies of the orig-

inal continuous variables and their discretized ver-

sions are not the same, what suggests that a specific

estimator for mixed variables is needed.

For instance (see 1), if Z ∼ N
(
0,σ 2

)
with

σ 2 = 100, will be necessary, on the average, n +
1
2

log
(
2πeσ2

)
= n+ 5.37 bits to describe Z to n bit

accuracy.

2.1. Entropy of a mixed set of variables

Given a discrete random variable X and a continuous

variable Z, the mixed joint entropy H (Z,X) can be

formulated as

H (Z,X) = H (X)+h(Z | X) , (5)

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

727



F. Coelho et al. / A Mutual Information estimator

where H(X) is the entropy of a discrete random vari-

able and h(Z | X) is the differential conditional en-

tropy of a continuous variable Z.

It is important to notice that in Equation 5 the

entropy is the sum of two different quantities: the

differential entropy of a continuous variable and the

discrete entropy of a discrete one. Since the random

variable X is discrete the conditional differential en-

tropy in Equation 5 is given by

h(Z | X) = ∑
x∈X

p(X = x)h(Z | X = x) . (6)

Then, the mixed entropy of a discrete random

variable X and a continuous one Z can be formulated

as

H (Z,X) = H (X)+ ∑
x∈X

p(X = x)h(Z | X = x)

= H (X)− ∑
x∈X

p(X = x)∫
S

f (Z | X = x) log f (Z | X = x)dz

(7)

where S is the support set of the random variable Z.

2.2. Mutual Information between a mixed set of
variables and a discrete one

Let us now consider V as a random variable set com-

posed by a discrete random variable X and a contin-

uous random variable Z, such as V = {X ∪Z} and

also considering to another discrete random variable

Y
The MI between V and Y can be defined, in

terms of the mixed entropy, as MI (V,Y ) =H (V )−
H (V | Y ) that can be rewritten as

MI (V,Y ) = H (X)+ ∑
x∈X

p(X = x)h(Z | X = x)− ∑
y∈Y

p(Y = y)(
H (X | Y = y)+ ∑

x∈X
p(X = x | Y = y)h(Z | X = x,Y = y)

) (8)

3. Mixed Mutual Information Estimator

An estimator of the Mixed Mutual Information

(MMI) can be developed by replacing the dif-

ferential entropy quantities in Equation 8 by the

Kozachenko-Leonenko entropy estimator

ĥ(Z) =−ψ (k)+ψ (N)+ log Cd +
d
N

N

∑
n=1

log ε (n,k)

(9)

as presented in 5, where k is the number of near-

est neighbors that should be set by the user, N is the

number of patterns, d is the dimension of Z, Cd is the

volume of the d-dimensional unitary sphere, ψ (·) is

the digamma function and ε (n,k) is twice the dis-

tance from zn to its kth neighbor.

Then, after some algebraic manipulations and

generalizing for the case where V = {X ,Z}, with

X = {X1, . . . ,Xn} being a set of n discrete random

variables, Z = {Z1, . . . ,Zt} being a set of t continu-

ous random variables and Y a discrete random vari-

able, the Mixed Mutual Information estimator can

be written as:

MI (V,Y ) = H (X1)+
n

∑
g=2

p
(
X1, . . . ,Xg−1

)
H
(
Xg | Xg−1, . . . ,X1

)
− ∑

y∈Y
p(Y = y) [H (X1 | Y = y)]− ∑

y∈Y
p(Y = y)[

n

∑
g=2

p
(
X1, . . . ,Xg−1 | Y = y

)
H
(
Xg | Xg−1, . . . ,X1,Y = y

)]
+ ∑

x∈X
p(X = x)h(Z | X = x)− ∑

y∈Y
p(Y = y)

∑
x∈X |Y=y

p(X = x | Y = y)h(Z | X = x,Y = y) . (10)

The equation 10 for a set of continuous and

discrete variables depends on the definition of the

mixed entropy H . This mixed entropy definition

allows the use of different quantities as discrete en-

tropy and differential entropy in the same frame-

work. This is the key point of this new MI Estima-

tor: the ability to sum, in a proper way, discrete and

differential entropies.
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4. Experiments

The experiments in this work show that there is

some loss of information when discretizing contin-

uous features in feature selection problems. This

will be particularly noticed for those datasets whose

most relevant features are continuous. Also the ex-

periments will show that the MMI defined by Equa-

tion 10 is effective and consistent when applied to

an information theoretic based feature selection pro-

cedure. The results obtained by the application of

the MMI estimator are compared with a discrete ap-

proach that works by discretizing continuous vari-

ables. Firstly, feature selection using the MMI es-

timator was applied to all continuous and discrete

features, generating the Smix feature subset. In the

second experiment, which will serve as a reference

for comparison, continuous variables are discretized

and an estimator of MI for discrete variables (based

on histograms) is used.

A forward-backward sequential supervised fea-

ture selection algorithm 6,11 is implemented in the

experiments as follows: during the forward step the

selected feature subset S starts empty; at each it-

eration the feature fi that together with S has the

largest MI with Y , is permanently added to S. The

procedure continues until a given stopping criterion

is reached. The backward step starts from the final

subset S of the forward step. At each iteration each

selected feature f j is individually and temporarily

excluded from S (giving S j) and the MI between S j

and Y is evaluated. The set S j with the largest MI

value is selected and, if S j is more relevant than S
given a stopping criterion (detailed below), then f j

is definitively excluded from S, otherwise the proce-

dure is stopped.

Other forward-backward schemes could be

adopted as well, however, as the goal of this paper is

to evaluate the new MMI estimator, the experiments

are restricted to a single choice of the forward-

backward feature selection, as detailed above.

Each experiment (feature selection) is performed

10 times in a cross validation framework. The

mean classification accuracies of each final selected

feature subset are compared. Linear Discriminant

Analysis Method (LDA)12 is used to evaluate the

classification accuracy due to its simplicity and ro-

bustness.

4.1. Statistical test

At the end, the Wilcoxon test is applied to evaluate

if the accuracy of a classifier, trained with the set of

features selected using different settings of MI esti-

mators, are equivalent or not.

4.2. Stopping criterion

In the forward phase, considering fi as a feature

from the initial set F and S the selected feature sub-

set, with fi /∈ S, and since S has one dimension less

than S∪ fi, the MI(S∪ fi,Y )
value can not be compared directly to MI(S,Y ).

Therefore a permutation test 13,14 is applied as a

stopping criterion: from the set S ∪ fi, the feature

fi has its elements randomly permuted forming an-

other set S∪ f p
i , where f p

i is the permuted version

of feature fi. This permutation generates a random

variable with the same distribution of fi, but that

does not have any relation with the output Y (the

corresponding values of Y are not permuted). Actu-

ally, adding a random variable to set S, in theory,

does not improve nor degrades MI estimation be-

tween S and Y , but it increases the dimension of S
in order to make it comparable to S∪ fi. Therefore,

if MI(S∪ fi,Y ) > MI(S∪ f p
i ,Y ) then S∪ fi is more

relevant than S then fi can be added to S and the

process continues. Otherwise the forward process is

halted and no more features are added to S.

The same principle is applied in the backward

phase, however in a slightly different way. As be-

fore, it is not possible to compare the result of

MI(S,Y ) with the result of MI(S \ fi,Y ) in order

to verify if there is an increase in relevance when

feature fi is removed from S, because the sets have

different dimensions. Permuting the feature fi ∈ S
transforms this feature in a random variable with no

relation with Y , thus, a set without the influence of

fi but with the same dimension of S is generated.

Now it is possible to assess if S \ fi is more relevant
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than S. If MI(S,Y ) < MI((S \ fi)∪ f p
i ), fi can be

definitively removed from S and the process contin-

ues, otherwise the backward process is halted.

4.3. Datasets

In order to assess the performance of the proposed

method in contrast with a discretization approach,

13 different datasets with different characteristics re-

garding size and number of discrete and continuous

variables were selected. The datasets and their main

characteristics are described next

• DCbench (DCB) is a synthetic dataset that was

designed for testing the MMI estimator, since the

relation between input features and the output

variable is known and controlled. This dataset

is composed by four discrete and six continuous

features, that are sampled from different distribu-

tions. The DCbench dataset has 10.000 samples.

The output results from a combination of three

continuous features (X1, X2 and X3) and two dis-

crete ones (X7 and X8), in the following way:

Y = sign(tanh(X1)+ sin(X2)+X7 +X8 +X3) .
(11)

• Boston Housing (BOH) dataset 15 is composed

of 506 samples with 13 features (3 discrete and

10 continuous). Originally the output variable of

this dataset is the house prices, which is a continu-

ous variable, however, here it is transformed into a

classification problem by splitting the output into

two classes: prices larger or smaller than a given

threshold as in 16.

• Page Blocks Classification (PGBL) dataset 15,

which is composed by 5473 samples with 10 fea-

tures, being 6 discrete and 4 continuous.

• Spambase dataset (SPAM) 15, a dataset of e-mail

spams with 4601 samples composed by 55 contin-

uous and 2 discrete features.

• Multi-feature digit dataset (MFEAT) 15 consists

of features of handwritten numerals (“0” to “9”)

extracted from a collection of Dutch utility maps.

It has 2000 samples (200 per class) with 190 con-

tinuous and 459 discrete features.

• KDD Cup 1999 Data 15 (KDD) from the Third
International Knowledge Discovery and Data
Mining Tools Competition. This dataset has origi-

nally 22 classes, but in order to accomplish the bi-

nary classification in this work, 600 samples from

classes 10 (portsweep) and 11 (ipsweep) were se-

lected for the tests. The dataset has 15 continuous

and 26 discrete features.

• Buzz in social media dataset 15 (BUZZ), com-

posed by 1000 samples with 77 features, of which

43 are discrete and 35 are continuous.

• South African Heart dataset 17 (SAH), com-

posed by 462 samples with 9 features, being 4 dis-

crete and 5 continuous.

• QSAR biodegradation dataset 15 (BIO), contain-

ing values for 41 features (molecular descriptors)

used to classify 1055 chemicals, being 24 discrete

and 17 continuous features.

• Blog Feedback dataset 15 (BLOG), composed by

1000 samples with 280 features, being 260 dis-

crete and 20 continuous.

• Australian Credit Approval dataset 17 (ACA),

composed by 690 samples with 14 features, being

11 discrete and 3 continuous.

• Thyroid Disease dataset 17 (THD),composed by

7200 samples with 21 features, being 15 discrete

and 6 continuous.

• Body Fat dataset 18 (BFAT),composed by 252

samples with 14 features, being 1 discrete and 13

continuous.

5. Results discussion

Results are summarized in Table 1. Smix is the fea-

ture subset selected using the MMI estimator con-

sidering all discrete and continuous features in the

initial set, and Sdd is the set of selected features ob-

tained when using a discrete MI estimator and con-

sidering all features as discrete (continuous features

are discretized). Acc is the mean accuracy for 10

fold cross validation and σ is the yielded standard

deviation.
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Table 1. Mean accuracy of a LDA classifier after feature selec-
tion.

Problem
LDA accuracy (Acc±σ )

Smix Sdd

DCB 0.9267±0.0082 0.8584±0.0111

PGBL 0.9011±0.0281 0.7955±0.0139

BUZZ 0.8300 ± 0.0465 0.6140 ± 0.0924

BFAT 0.8014 ± 0.0758 0.7500 ± 0.1095

SAH 0.6533 ± 0.0745 0.5928 ± 0.0573

BIO 0.7526 ± 0.0226 0.7118 ± 0.0407

KDD 0.9933±0.0111 0.9617±0.0249

MFEAT 0.9661±0.0246 0.9445±0.0102

BLOG 0.7080 ± 0.0489 0.6884 ± 0.0495

ACA 0.8551 ± 0.0468 0.8551 ± 0.0463

THD 0.9888 ± 0.0179 0.9999 ± 0.0020

BOH 0.8440±0.0518 0.8459±0.0635

SPAM 0.6740±0.0219 0.6727 ± 0.0206

It can be observed from the results of Table 1

that:

• When considering the MI estimator for a mixed

set of variables resulted in a higher gain of classi-

fier performance for DCB, PGBL, BUZZ, BFAT,

SAH and BIO;

• The DCB database has relevant continuous vari-

ables that were selected when using the Smix esti-

mator. Variables 1 and 2 are continuous and are

one of the five most relevant ones according to F-

score and Relief 11. This features were not se-

lected when using the discrete estimator. Simi-

larly, the database PGBL has continuous relevant

variables that were selected when using MMI es-

timator.

• For the BFAT database the selection method using

the MMI estimator was only slightly better, prob-

ably due to the selection of variables 6 and 7 that

are continuous. Relief and F-score also indicated

that these features are among the top 5 most rel-

evant ones, but the method using the discrete es-

timator did not select them. The results obtained

when applying the MMI estimator to SAH dataset

was just slightly better, since it selected features

9 and 5; while when discretizing continuous vari-

ables, variable 9 was selected jointly with other

ones not including variable 5. Variable 9, which

is discrete, is the most relevant one according to

Relief and F-score.

• For the BIO dataset Relief and F-score ranked the

continous variable 39 as one of the top 3 most rel-

evant features; the top 3 features selected by F-

score are all continuous. In this case the MMI

estimator provided some aditional information in

order to slightly improve LDA performance in re-

lation to the discrete estimator.

• For BLOG dataset F-score and Relief disagree

about the most important variable, but for both the

outcome is a descrete one. The variables selected

when discretizing or not the continuous variables

were all different but discrete ones, so the MMI

estimator did not present any gain of performance

for them. However, selected features were all dif-

ferent on each case what indicates that feature rel-

evance and coupling are affected by discretization.

• In the case of the BUZZ dataset, the most relevant

feature is discrete according to both relevance in-

dexes. This feature was not selected when con-

tinuous features where discretized, probably be-

cause the relation between discrete and contin-

uous features are affected by discretization, ex-

plaining MMI improved performance.

• The average performance of the final set of se-

lected features using the proposed estimator is, in

half of the cases, significantly better than the one

achieved by the subset Sdd , which discretizes all

continuous variables and adopts histogram-based

estimation.

The Wilcoxon test was used to verify if accuracy

results obtained using each set of selected features

are similar or not. The null hypothesis was that dif-

ferent sets generate similar results. Comparing the

results obtained using Smix and Sdd the Wilcoxon test

calculates a p-value of 0.0013. As the p-value was

less than 5% then the null hypothesis is rejected in-

dicating that the results are not similar and that Smix

has a better performance than Sdd .

Although there are studies in the literature us-

ing mutual information to select variables in some

datasets used here 8 7 19, none compares specifi-
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cally the use of estimators for continuous and dis-

crete variables. Besides that, the main purpose of

those works was to achieve a better classification ac-

curacy, while our goal here is to show that the use of

an estimator capable of handling a set of continuous

and discrete variables can improve feature selection

results. For this we needed to use a robust classifier

that did not depend on initial conditions, so that the

effect of jointly dealing with discrete and continuous

variable could be observed.

6. Conclusions

The development of pattern classification and fea-

ture selection methods based on MI requires that a

probability density function is estimated. Perfor-

mance of the resulting model depends on the esti-

mated function. The existence of continuous and

discrete variables in most real problems imposes,

however, an additional problem for density and MI

estimation. The entropy of a continuous variable

is related to the entropy of its discretized version

as described in Equation 4. By itself, the discrep-

ancy between the two values suggest that discretiza-

tion should be avoided when evaluating MI. There-

fore, when dealing with pattern classification or fea-

ture selection tasks based on MI, estimators based

on discrete variables should be applied to datasets

composed only by discrete variables and, estima-

tors based on continuous variables should be applied

to datasets composed only by continuous variables.

Therefore, the use of a specific estimator designed to

deal with datasets composed by discrete and contin-

uous features is important and up to now, it was not

addressed in a direct way in the literature. Of course

one can split datasets into discrete and continuous

sets, and use the proper estimator on each partition.

However, coupling among discrete and continuous

features will be disregarded. In this paper a MI esti-

mator for a mixed set of variables was presented and

applied to real datasets in a feature selection frame-

work. The method was formally described and com-

pared with other estimation approaches applied to

feature selection classification problems.

The key point of this work is Equation 5 that

defines the mixed entropy as a sum of two differ-

ent quantities (discrete and differential entropies),

allowing the development of the proposed mixed

mutual information estimator. According to Equa-

tion 4 this approach avoids discretization inaccu-

racies what may result in improved performances

of the feature selection methods, as confirmed by

the experiments presented in this paper and by the

Wilcoxon test results.

Our next step is to apply our new estimator to

other feature selection methods. Also, as a continu-

ation of our work we are interested in applying this

estimator to Multiple Instance Learning problems,

where distance and similarity measures are used to

classify bags of samples. MI would be used to de-

termine whether a sample belongs to a positive or

negative bag. Furthermore, we have interest to ap-

ply the new estimator to other pattern recognition

problems.
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