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Abstract

In this paper, a good portfolio is found through an ant colony algorithm (including a local search) that approximates 
the Pareto front regarding some kind of project categorization, cardinalities, discrepancies with priorities given by 
the ranking, and the average rank of supported projects; this approach is an improvement towards a proper 
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previous approaches.
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1. Introduction

As was stated by Kleinmuntz,1 resource allocation 
problems are ubiquitous in business and government 
organizations. Usually, there are more good ideas for 
projects or programs than resources (funds, capacity, 
time, etc.) to support them. According to Salo et al.,2

manufacturing enterprises recognize that success 
depends on the selection of research and development 
project portfolios, expecting that these projects permit 
them to develop new products that generate growing 
benefits. Local governments allocate public funds to 
projects and programs that improve social and 
educational services. Environmental regulations and 
alternative policy measures attempt to mitigate harmful 
consequences of human activity. To fight poverty, 
governments in underdeveloped countries fund many 
helpful social programs.

Portfolio consequences are usually described by 
multiple attributes related to the organizational goals 
and objectives (e.g. Ref. 3). A vector

is associated with the 
consequences of a portfolio x considering p criteria. 
This is a vector representation of the portfolio’s impact. 
In the simplest case, z(x) is obtained from the 
cumulative sum of the benefits of the selected projects. 
Without loss of generality, we can assume that higher 
criterion values are preferred to lower values. The best 
portfolio is obtained by solving the following problem:

(1)

where RF is the space of feasible portfolios, and is 
usually determined by the available budget, and by 
constraints to the kind of projects, social roles and 
geographic zones. This problem has been approached by 
many papers in the scientific literature (e.g. Refs. 3-8).

However, sometimes in the process of selecting a 
project portfolio, a Decision Maker (DM) usually starts 
with limited information about projects and portfolios. 
This is the case of the Portfolio Selection Problem on a 
Set of Ordered Projects (PSPSOP) where the only 
information available is the project ranking, and the 
project cost.9 In many situations the DM feels more 
comfortable employing simple decision procedures, 
because of the lack of available information, lack of 
time, aversion to more elaborate decision methods, and 
even because of his/her fondness for established 
organizational practices. Cooper et al.10 argue the 

popularity of scoring and ranking methods in R&D
project management in most American enterprises. 
Methods of scoring and ranking are used by most of the 
government organizations that fund R&D projects. 
Sometimes there is no information about individual 
project’s contribution to the organizational objectives in 
Problem 1 (for instance, as a professional soccer team 
chooses new players to enrich its staff). As was stated in 
Ref. 9, other important scenarios are those derived from 
exercises of participatory budgeting, which can be 
defined as a public space in which the government and 
the society agree how to adapt the priorities of the 
citizenship to the public policy agenda. The utility of 
these participatory exercises is that the government 
obtains information about the priorities of the 
participating social sectors, and thus can perhaps 
identify programs that are of consensual benefit. 
However, the challenge that is still not approached by 
participatory budgeting is how to translate priorities and 
policies stemming from the exercise into a system of 
concrete social action projects, each with well-defined 
resources and falling within a frame of an approved 
general budget. Although the priorities of the citizenship 
have been identified, and are likely to be reflected in a 
ranking of public policy actions, it is still necessary to 
solve a portfolio problem of public projects that should 
implement the agreed agenda.

The usual method of composing portfolios following 
the priorities given by the project ranking is a simple but 
rigid process that has been questioned by several 
authors (e.g. Refs. 11 and 12). As was stated by 
Fernandez et al. in Ref. 13, the best decision concerning 
the maximization of the portfolio impact is not 
guaranteed by strict use of the ranking information. 
Selecting the final portfolio by following the ranking 
guarantees that the best projects will be supported, but 
this does not necessarily compose the best portfolio.  If 
the decision maker distrusts to some extent the quality 
of the information provided by the ranking, or he/she is 
put off by costly projects, then he/she would be 
reluctant concerning assignments arising from strictly 
rank positions; mainly when the ranking suggests 
supporting projects whose costs noticeably exceed the 
average.13 Therefore, concerning PSPSOP, in order to 
measure the impact of a given portfolio (this is the 
natural criterion to choose the best one), it is necessary 
to balance the quality and the number of supported 
projects.
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This work proposes a multi-objective optimization 
based approach to solve the PSPSOP. The multi-
objective optimization model regards some kind of 
project categorization, cardinalities of different 
categories, discrepancies with priorities given by the 
project ranking, and the average rank of supported 
projects. Each one of the previous issues is considered a 
different dimension of the multi-objective problem. The
optimization problem is solved by an ant colony 
algorithm. The paper is structured as follows: a criticism 
of previous related approaches is given in Section 2. 
The new optimization model is detailed in Section 3. 
Section 4 shows the ant colony metaheuristic method 
used to solve the PSPSOP. Section 5 presents the 
experiments and results derived from the research. 
Finally, we draw some conclusions in Section 6.

2. A brief outline of previous approaches

The information provided by a simple project ranking is 
not enough for portfolio optimization purposes. It is 
necessary to compare the quality of the feasible 
portfolios in order to find the best one. Thus, the 
problem of searching for the best project-portfolio can 
be reduced to finding a method for assessing project 
returns, or at least a comparative way to analyze 
alternative portfolio proposals. Some papers have 
suggested making a representation of the quality of 
portfolios using a vector of proxy variables. This idea 
was suggested firstly by Fernandez et al.13 and 
Fernandez and Olmedo.9 If no reliable information 
about project returns is available, the impact of a given 
portfolio may be represented by a set of proxy variables 
measuring different criteria of portfolio quality. 
Following,9 let us denote by 1,..., Kv v such a set. 
Without loss of generality, we suppose that the DM’s 
preferences are increasing with values of vi. :

Definition 1: A vector **
1,..., KV v v is Pareto 

dominated by **V if and only if  ** *
i iv v for some i and  

** *
i iv v for 1j K .

Accepting that the set 1,..., Kv v reflects the impact of 
a portfolio, the following premise seems obvious:

Premise 1: Let C* and C** be two feasible portfolios 
and **

1,..., KV v v and ****
1,..., KV v v their 

respective image in the proxy objective space. Then, V*

is Pareto dominated by V** only if under the available 
information, C** is preferred to C* from the DM point of 
view.  Let RF be the set of feasible portfolios (feasibility 

is determined by budgetary constraints). The following 
proposition was given in Ref. 9:

Proposition 1. Under Premise 1 the best portfolio for 
the DM is a non-dominated solution of the problem:

1max ,...,
F

K
C R

v v (2)

The proof is very simple. Suppose that CL is the best 
portfolio being a dominated solution to Problem 2. Let 
Ap be the asymmetric preference relation from the DM 
on a subset of RF. If CL is dominated by Cj, then CjApCL

(Premise 1). Then, CL cannot be the best portfolio. The 
choosing of a set 1,..., Kv v depends on the available 
information about the portfolio impact, or how it is 
perceived by the DM.

The works of Fernandez et al.,13 and Fernandez and 
Olmedo9 implement particular cases of Problem 2. The 
approach uses a heuristic based on dividing the ranking 
into five categories to further construct the specific 
preference relation. The categories are labeled: 1) 
vanguard, 2) high-medium, 3) medium, 4) low-medium, 
and 5) rearguard. In other words, if Pr= 1, 2,…, N is 
the set of projects, the above papers defined a “priority” 
function : Pr 1, 2, 3, 4, 5 whose image is the 
project label (for instance, (a)=1 a is ranked in the 
vanguard). Through exercising such categorization, they 
build up several preference relations according to the 
ranking, as follows:

Absolute preference (or a >> b): a >>b (a) (b)
and (a) - (b) 2

Strict preference (or a >b): a > b ( (a) (b) and 
(a) - (b) = 1) or ( (a) = (b) and a is ranked better 

than b)
Weak preference (or a>~ b): a>~ b a and b are 
ranked equal, but b needs more funds than a
Strict outranking (aSb): S = >> > >~: S is an 
asymmetric relation expressing preference for one of 
the projects. Hence, a well-formed portfolio should be 
compatible with the information contained in S.

Using the relation S, Fernandez et al.,13 and 
Fernandez and Olmedo9 define the concept of 
discrepancy in the following manner. Let C be a project 
portfolio that obtains support (a subset of Pr), with aSb
and a C. In such a case, the inclusion of b into C would 
constitute a discrepancy with respect to the information 
contained in S. Thus, each portfolio may be associated 
with a discrepancy set as follows: 

D = { (a,b) Pr Pr such that  aSb, b C and a C }

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

43



S. Bastiani et al.

D can be partitioned in
A set of absolute discrepancies Da = (a,b) Pr Pr

such that a b, b C and a C ;
A set of strict discrepancies Ds = (a,b) Pr Pr such 
that a b, b C and a C ;
A set of weak discrepancies Dw = (a,b) Pr Pr such 
that a>~ b, b C and a C .
Let na, ns, nw denote the respective cardinality of the 

above sets. Considering also the number of supported 
projects in C (denoted by npr), the best portfolio (under 
limited information) was defined in Ref. 9 as the best 
compromise solution of the problem:

max min, , ,
FF

pr a s w
C RC R

n n n n (3)

Problem 3 is an instance of Problem 2 with a 
particular choosing of proxy variables.

As was stated in Ref. 9, the best portfolio should be 
selected by the DM among the non-dominated solutions 
of Problem 3. It is he/she who will finally select the 
adequate compromise among the number of supported 
projects and the quality given by their rank. 
Compromise solutions will depend on the extent that the 
DM relies on the information provided by the rank 
ordering, and facts such as pressures exerted on him/her 
to either include high-ranked projects or increase the 
number of approved projects, as well as his/her aversion 
to costly projects. In our opinion, the proxy variables in 
Problem 3 fail in performing a good representation of
the portfolio’s impact and the reluctance from the DM 
to reject well-ranked but expensive projects.

Note that the portfolio’s impact is only modeled by 
npr; it can be improved by considering the number of 
projects per category. But the main drawback of the 
model in (3) concerns the definitions of discrepancies. 
Let us consider, for instance, the portfolio represented in 
Figure 1. Each supported project that is ranked worse 
than the third and ninth positions generates one 
discrepancy. Hence, this portfolio is associated with 27 
discrepancies, although only two well-ranked projects 
have been rejected. Thus, the model produces a sort of 
inflation of the disappointment that is actually felt by 
the DM. As a consequence, solving Problem 3 does not 
lead to finding the best portfolio. 

The previous situation drives the research proposed in 
this paper towards the development of a new 
optimization formulation that improves the model of the 
DM’s preferences in PSPSOP. The following section 
details this new model.

3. An improved selection of proxy variables in 
Problem 2

Here, we present an improved model to reflect the 
portfolio’s impact and the DM reluctance to reject 
relatively well-ranked projects.

Let us assume that the set of projects can be separated 
in M 2 ordered categories. The impact of the portfolio 
C can be modeled by several measures of the projects’ 
quality. We suggest to use M+1 proxy variables N1, …, 
NM, and P, where: Ni is the number of projects assigned 
to the i-th category belonging to the portfolio and P is 
an indicator of the average rank of the projects in the 
portfolio, defined as:

rank( ) 1
,a C

N a
P

card C
(4)

where rank=1 corresponds to the highest ranked project 
(the best one) and card (C) denotes the total amount of 
projects in the portfolio.

Comparing feasible portfolios, the vector
1,..., ,MN N P contains the arguments favoring a 

particular one in terms of projects’ quality. The model 
should be completed by introducing some measures 
reflecting the DM disappointment. So, we introduce a 
new concept of discrepancy.

The term discrepancy reflects the negative effect 
exerted on the DM´s mind by the fact that one project, 
as compared to others, appears to have merits to belong 
to the portfolio and yet is not included in it. To model 
this concept we must introduce the reference portfolio 
that is created using the available budget and strictly 
following the priorities expressed in the ranking of 
projects. Let Cref be a reference portfolio and a and b
two Pr projects. It holds that rank (a) is better than rank 
(b) (b Cref a Cref).

1 1 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Fig.1. Representation of a portfolio composed of a set of ordered projects
Note: “1” in the i-th position means that the project ranked in the i-th position belongs to the portfolio.
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A distinction should be made between three types of 
discrepancies:

Weak discrepancy: There is a weak discrepancy in the 
portfolio C generated by the project a if the following 
conditions are met: i) a Cref; ii) a C; iii) the budget 
necessary for the project a is much higher than the 
average budget of the same-category projects 
belonging to C.
Strong discrepancy: There is a strong discrepancy in 
the portfolio C generated by the project a if the 
following conditions are met: i) a Cref; ii) a C; iii) 
the budget necessary for the project a is significantly 
higher than the average budget of the same-category 
projects belonging to C, but not much higher.
Unacceptable discrepancy: There is an unacceptable 
discrepancy in the portfolio C generated by the project 
a if any of the following conditions are met. First: i) 
a Cref; ii) a C; iii) the budget necessary for the 
project a is not significantly higher than the average 
budget of the same-category projects belonging to C.
Second: There is b C such that: i) rank (a) better than 
rank (b); ii) a C; iii) the budget for a is not 
significantly higher than the budget for b.

Weak and strong discrepancies are separated taking into 
account the category of the discrepant project. Let us 
denote by nsdi and nwdi the number of strong and weak 
discrepancies in the i-th category. Let us also denote by 
UND the set of portfolios that contain unacceptable 
discrepancies and by RF’ the region defined as RF –
UND. So, we propose to solve the  vector optimization 
Problem 5.

where 1,..., ,MN N P contains the objectives to be 
maximized; the remaining objectives should be 
minimized.

Compared with (3), the formulation in (5) is a clearly 
improved preference model. Its main disadvantage is a 
greater number of objective functions, which increases 
linearly with the number of categories. We suggest 
using 2-3 categories, which leads to 7-10 objective 
functions in Problem 3.

In case of three categories (priority, satisfactory, 
acceptable), Problem 5 is transformed to Problem 6.

In Problem 6 the objectives N1, N2, N3, P should be 
maximized looking for a portfolio with a greater 

cardinality and average rank. On the other hand, the 
objectives nwd1, nsd1, nwd2, nsd2, nwd3, nsd3 should be 
minimized in favor of a portfolio with the minimum 
number of discrepancies.

4. An ant colony optimization algorithm

Dorigo’s Ant Colony System (cf. Ref. 14) has been 
used to solve a large variety of multi-objective 
optimization problems (e.g. Ref. 15). Cruz et al.16

reported good results in problems with 9 and 16 
objective functions working with an ant-colony based 
optimization method. Inspired in this works, we propose 
an ant colony algorithm, called Ant Colony Algorithm 
for Solving the Problem with the Ranking Information
(ACO-SPRI), to solve Problem 6. The main changes of 
our ACO-SPRI are in: a) the pheromone representation, 
b) the selection rule, and c) the local search function. 
The remainder of this section details each of these 
components.

4.1. Pheromone representation and updating

The pheromone representation is a bi-dimensional 
measurement that records learning of all ants to find the 
best solutions. Pheromone is usually represented by the 
letter and is modeled in ACO-SPRI as a two 
dimensional array of size N×N, where N is the total 
number of applicant project proposals. The pheromone 
between two projects i and j is represented as i,j, and 
indicates how good it is that both projects receive 
financial support.
The pheromone matrix acts as a reinforcement learning 
structure reflecting the knowledge gained by the ants 
that formed high-quality portfolios.

In every iteration of the ant colony algorithm, each 
ant constructs a new solution (a feasible portfolio). This 
new set of solutions, denoted by SC, is subject of a local 
search to produce a set SC’ of modified solutions. The 
set SC’ is subdivided into domination fronts using the 
Fast-Non-Dominated-Sorting procedure,17 which are 
used to update the pheromone matrix. The fronts are 
obtained by considering the objectives of Problem 6. 
The set composed by these fronts is denoted by F = {F0,
F1, F2, ..., Fk, Fk+1,...}, where F0 contains the non-
dominated solutions, F1 contains the portfolios that are 
dominated by only one solution, F2 those dominated by 
two solutions, and so forth. The set F is used in the 
pheromone intensification in order to increase the 
selective pressure towards the best compromise. For 

'
1 1 1Optimize , , ,..., , , , ,

F
wd sd M wdM sdM

C R
N n n N n n P (5)

'
1 1 1 2 2 2 3 3 3Optimize , , , , , , , , , .

F
wd sd wd sd wd sd

C R
N n n N n n N n n P (6)
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each solution C, each pair of projects (i,j) lays 
pheromone trail according to Eq. (7) and Eq.(8).

, , ,i j i j i j (7)

, ,

1
(1 )i j i j

F k
F

(8)

where k indicates the front containing the portfolio 
C Fk in the solution set constructed by the ants (and 
improved by local search). To prevent premature 
convergence, the colony includes a strategy known as 
evaporation that reduces pheromone trails for fixed 
periods of time; this strategy is modeled in Eq. (9):

, ,1 ,i j i j (9)

where is a parameter known as evaporation rate.

4.2. Selection rule

The selection rule consists in that each ant builds its 
portfolio by selecting the projects one by one, taking 
into account the past best result of the search (global 
knowledge) and information related with the problem 
under study (local knowledge). The global knowledge is 
represented in the pheromone matrix; this takes into 
account the experience of previous generations of ants. 
The global knowledge for project i to be included in a 
portfolio C is denoted by ,C i and defined by Eq. (10):

,
1

1

( )
( , ) ,

( )

N

j i j
j

N

j
j

C
C i

C
(10)

where N is the total number of applicant projects, i,j is 
the pheromone for projects i and j and (Cj) is the 
binary value indicating whether the j-th project is 
included in the portfolio C. The numerator in Equation 
(10) is the total sum of pheromone between i and each 
project in portfolio C. The local knowledge ( i)
considers the preference of the DM (ri) and how many 
resources the project consumes (ci); it is calculated 
according to Eq. (11). 

We defined a candidate list to incorporate a new 
project into a partially constructed portfolio Cp. Among 
all the project proposals, only those that are not part of 
Cp, and whose inclusion favors the fulfillment of 
budgetary constraints, are included in the candidate list 

. The choice of which project j N’ will be 

added is made by using the selection rule defined by Eq.
(12):

1
'

' 1 2

'

,         if ,arg max

,        if ,

                          otherwise,

i N

i N

i N

C i p

j S C i p

s

(12)

where 1 is the intensification threshold, 2 is the 
diversification threshold, p is a pseudorandom number 

C, i) is the intensification 
effect, Si N’ is a middle state effect between 
intensification and diversification, and si N’ is the 
diversification effect. C,i), which is the 
intensification criteria, is calculated according to Eq.
(13), where w represents the weight given to the 
preference between the two types of knowledge i and 

,C i , and j is the considered project to select. 

,( , ) ( )( ) (1 )( )i C iC i w w (13)

The selection scheme Si N’ is based on the known 
roulette wheel technique,16 with the probability of each 
project calculated as in Eq. (14). Note that 2 – 1 is the 
probability of triggering a middle state between 
intensification and diversification.

'

( , )
( , )i

i N

C iS
C i (14)

The diversification effect si N’ is also a selection scheme 
that is exerted by choosing a project uniformly at 
random. Once that the ants have constructed the 
portfolios a local search process is used with the 
purpose of achieving better resources. This process is 
described in detail in the next section.

4.3. Local Search

The intensification algorithm is performed by a 
greedy variable-neighborhood local search that is 
carried out on the solutions constructed by the ants. The 
importance of such a search in a similar framework was 
analyzed by Cruz et al.16 This search explores regions 
near the best known solutions by a simple scheme 
consisting of selecting v projects at random, and 
generating all possible combinations of them for each 
solution. Small values for v provoke behavior that is too 
greedy, whereas large values produce intolerable 
computation times. In our experiments, we obtained a 
good balance between these by using v = ln N . The 
algorithmic outline of the local search is illustrated in 
Algorithm 1. As observed, the search starts by choosing 
v projects at random (Line 3), and generating the binary 'N Pr

1

i
i

i

r
c

(11)

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

46



Portfolio Optimization Ordered Projects

power set S of cardinality v (Line 4). Each portfolio C
built by an ant is modified in Cnew according to each 
binary combination of actions s S on chosen projects 
(e.g. SP={1,3}, s={0,1}, C={1,2,6,7,10,16}, 
Cnew={2,3,6,7,10,16}) (Lines 6 to 8). Whenever a new 
portfolio Cnew is built using a portfolio C and a 
combination s, it is repaired in accordance with its rank 
and its budget value (Lines 9 to 14). Observe that the 
repairing procedure has two main goals: 1) bringing 
unfeasible portfolios to the feasible region, and 2) 
improving clearly suboptimal portfolios. If the budget of 
a new portfolio Cnew is greater than the available budget 
B then it is unfeasible; in this situation the repairing 
process removes the projects with the lowest ranks, until 
the budget is not surpassed (Line 11); no project chosen 
by the current combination s can be removed from Cnew.
On the other hand, whenever the new portfolio Cnew is 
partially constructed, i.e. its budget allows the 
incorporation of more projects, the repairing process 
adds projects to it, according to their ranking, but 
keeping the projects chosen by s (Line 13). This process 
repeats until no project can be added to the portfolio. 
Each repaired portfolio Cnew is included into a new set 
of solutions SC’, containing SC and its modified set of 
solutions. Finally, the local search algorithm (Line 18) 
returns SC’.

4.4. ACO-SPRI algorithm description

Algorithm 2 details ACO-SPRI. This algorithm 
constructs the set SC+ formed by the non-dominated 
portfolios taken from the front F0 derived from Problem 
6 at each iteration of the algorithm. Problem 6 is used 
again on the final set SC+ to extract the overall non-
dominated set of solutions, denoted by F*. Finally, 
given that F0

* is the best compromise for Problem 6, it 
is returned by ACO-SPRI as the final solution. The 
ACO-SPRI algorithm initializes the number of 
iterations, the reference portfolio Cref, the pheromone 
matrix , and the set SC+ (Lines 1 to 4). Each iteration 
of the algorithm is depicted between Lines 5 and 24. 
During this process, the ants construct a set of feasible 
solutions SC according to the available budget (Lines 8 
to 17). After that, the set of solution SC is improved 
using the local search algorithm proposed in this paper,
producing the new set of solutions SC’ (Line 18). The 
next step is to perform the non-dominated sorting based 
on  Problem 6 (Line 19), which will produce the set F
that in turn will be used to update the pheromone matrix 
(Lines 20 and 21). Once the iteration process of ACO-
SPRI is ended, the best compromise F0

* is identified in 
the set F* (Lines 25 and 26). The following section 
presents some results derived from the experiments 
performed to solve instances of PSPSOP using our 
approach.

Algorithm 1. Local Search 
Input: SC, Pr, B
           SC: Solution set built by ants
           Pr: Set of projects
           B: Total budget
Output: The new set of portfolios SC’
1:  N = |Pr|
2: 
3: SP select_projects (v, Pr)                                                                                     // randomly taken
4: S generate_power_set (v)                                                   // Generate v binary combinations in S
5: SC’ SC
6: for each C SC do
7:     for each s S do
8:      Cnew modify_portfolio (s, C)                                                      // C is modified according to s S
9:      BCnew evaluate_budget(Cnew)       
10:    if BCnew > B then                                                                      //Repair according to the budget value
11:       Cnew remove_projects(Cnew,B)                                                                            //using the rank
12:    else
13:        Cnew append_projects(Cnew,B)                                      //using the rank and the available budget 
14:    end if
15:   
16:  end for
17: end for
18: return SC’

lnv N

' ' newSC SC C
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5. Computer Experiments

We consider one experiment to analyze the quality of 
solution and robustness of the algorithm ACO-SPRI 
with differently sized instances of PSPSOP. The 
experiments shown below prove that the ACO-SPRI 
algorithm is able to improve previous approaches.

5.1. Description of experiments

With the aim of giving evidence that our approach 
acceptably approximates the Pareto frontier we solved 
the same PSPSOP instances reported in the literature. 
For these instances, an approximation to the Pareto 
frontier is obtained by ACO-SPRI with the 
configuration given below.

A. Test Environment. The algorithm ACO-SPRI was 
implemented in Java Programming Language. In order 
to compute the results, the program was run in a 
computer with the following characteristics: Intel Core 
i7 2.8 GHz CPU, 4 GB of RAM, and Mac OS X Lion 
10.7.5 (11G63b) as operating system.  One instance was 

studied in this work, and it was characterized by four 
attributes: identifier (Id), total budget (B), cost of project 
(c) and project ranking (r). This instance was taken from 
Ref. 9, and its structures are presented in Table 1.

Note that the amounts for budget and cost are expressed 
in billions of dollars. It is also important to remark that 
projects with equal ranking r should have the same 
priority to be selected, so they must be assigned to the 
same category (as will be seen below). The solutions of 
the instance were obtained from 30 independent 
executions of ACO-SPRI.

B. Algorithm Configuration. In order to set the ACO-
SPRI algorithm parameters described in Section 4, we 
experimentally made small changes to the configuration 
given by Cruz et al. 16, paper that is a main reference on
Ant Colony-based optimization of project portfolios.
The tuning process involved exploring 256

Algorithm 2: ACO-SPRI
Input: Pr, B, tot_iter, na
           Pr: Set of ranked projects
           B: Total budget
           tot_iter: maximum number of iterations
           na : maximum number of ants
Output: F0

*

           F0
*: non-dominated solutions to Problem 6                                                          // Section 3

1: Initialize: Iter 0
2: Cref build_initial_portfolio(Pr , B)                                                                           // Section 3
3: initialize_pheromone_matrix()                                                 // a tuned parameter in Section 5.1
4: SC+

5: Repeat
6:      SC
7:     for each ant in the colony do
8:              Cp

9:            Repeat
10:                N’ init_candidate_list(Pr , Cp )                                                           // Section 4.2
11:                j rule_selection (N’)                                                                          // Equation 12
12:               Cp Cp j
13:               BCp evaluate_budget(Cp )                                                                    // Section 4.1
14:          until Pr – Cp = oor BCp > B
15:          if BCp > B then Cp Cp – j
16:          SC SC Cp
17:    end for each ant colony
18:    SC’ local_search(SC, Pr, B)                                                                              // Section 4.3 
19:    F fast-non-dominating-sorting (SC’, Cref, na)                                                     // Section 4.1
20:    lay_pheromon (F0), F0 F                                                                                 // Equation (7)
21:    propagate_evaporation (F)                                                                                      // Equation (9)
22:     SC+ SC+ F0, F0 F
23:    iter = iter + 1
24: until (iter=tot_iter)
25: F* fast-non-dominating-sorting (SC+, Cref)
26: return F0

* F*
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combinations of the values of 1 2, w and , which 
were selected as the most significant parameters by 
using a correlation analysis.

According to the results of the fine tuning process, 
the best configuration of values was: tot_iter = 200 
iterations, na = 300 ants, w = 0.63, = 0.1, = 0.9, 1 =
0.65 and 2 = 0.75. 
These parameter values were used to obtain the 
experimental results reported in this section. Initially, a 
heuristic based on dividing symmetrically the set of 
projects into categories was applied considering that 
projects with equal ranking r must remain in the same 
category. For the experimentation, three categories were 
considered: 1) priority, 2) satisfactory and 3) acceptable 
(e.g. in Table 1, I_100, Projects 1-33 are priority, 34-66
are satisfactory and 67-100 are acceptable projects).

As part of the initialization, ACO-SPRI creates a 
reference portfolio Cref in order to determine 
discrepancies derived from the exclusion of a project, 
when it appears to have merits to belong to the 
portfolio. Here the reference portfolio is created using a 
traditional heuristic that considers giving support by 
following the rank order until the available resources 
run out. If all the participating projects from Table 1 
were funded, the amounts of 5.522 billion would be 
required; this would take us to support a reduced set of 
projects. Besides, if the DM accepts some discrepancies, 
the reference portfolio would be clearly outranked by 
many other solutions (e.g. in Table 3, the first row 
shows the reference portfolio Cref, which is outranked 
by all others).

C. Evaluation. In multi-objective evolutionary 
optimization, the algorithm performance is measured in 
terms of the non-dominated solutions of the final 
generation; this set is called approximate Pareto front.  
In order to determine if the non-dominated solutions 
obtained by the algorithm ACO-SPRI have better 
quality than the solutions reported in the literature, the 
latter were evaluated with the objective functions of 
Problem 6.

5.2. Analysis of results

We present the results of an experiment designed 
to verify the validity and advantages of our approach for 
solving the case of study. The analysis proves that our 
approach has good potential for solving real resource-
allocation problems. To accomplish this, two types of 
analysis are presented. The computational time was 
excluded from analysis because it was not reported in 
the considered literature.

a) Quality Analysis. To determine if our method 
provides the best quality solutions, the non-
dominated solutions of ACO-SPRI were compared 
against the solutions selected from the literature, 
considering various realistic attitudes of DMs.

b) Robustness Analysis. We perform 30 independent 
runs of ACO-SPRI per instance. Here we consider 
that the algorithm has a reasonable robustness if it 
provides solutions that exhibit a specified level of 
quality during twenty or more runs.

Table 1. The test instance (N=100)

Results derived from I_100, an instance with 100 
projects

The average computer time of ACO-SPRI was 91 
minutes and 51 seconds. Table 2 and 3 show a set of 
non-dominated solutions in the objective and project 
space. No solution reported in the literature was 
included in these tables because after being evaluated by
the functions of the Problem 6 objective, all of them 
presented unacceptable discrepancies.

The following facts can be concluded from Table 2:
i. As was mentioned before, the reference portfolio is 

denoted as Cref. If the DM accepts some 
discrepancies, the reference portfolio would be 
clearly outranked by many other solutions, in both 
the cardinality of the supported projects and their 
distribution per categories.

ii. With the exception of the reference portfolio, 
solutions with less significant discrepancies are
ACO-SPRI6 and ACO-SPRI4. The first one differs 
relatively little from the reference portfolio, but 

id c r id c r id c r id c r

1 84 1 26 31.3 26 51 27.5 51 76 46.5 76
2 125 2 27 26.5 27 52 41.3 52 77 44 77
3 130 3 28 36.3 28 53 29.5 53 78 25.8 78
4 148 4 29 50 29 54 25.3 54 79 38.3 79
5 126 5 30 34.8 30 55 40 55 80 40.7 80
6 137 6 31 48.3 31 56 30.8 56 81 42.8 81
7 96 7 32 46 32 57 39 57 82 43 82
8 84.8 8 33 36.8 33 58 44.5 58 83 32.3 83
9 93 9 59 47.5 59 84 37.8 84

10 122 10 34 34 34 60 36 60 85 44.8 85
11 103 11 35 26 35 61 28.5 61 86 27 86
12 142 12 36 31.8 36 62 29 62 87 39.5 87
13 106 13 37 29.8 37 63 30.3 63 88 30 88
14 98.3 14 38 37.3 38 89 37.5 89
15 101 15 39 26.8 39 64 49.5 64 90 49 90
16 83.3 16 40 43.8 40 65 33 65 91 41.8 91
17 110 17 41 27.3 41 66 38.5 66 92 39.3 92
18 107 18 42 47 42 67 33.5 67 93 34.5 93
19 135 19 43 41 43 68 48.5 68 94 49.8 94
20 97.5 20 44 30.5 44 69 35 69 95 48 95
21 128 21 45 45.3 45 70 28.8 70 96 29.3 96
22 114 22 46 26.3 46 71 25.5 71 97 47.8 97
23 107 23 47 25.5 47 72 40.3 72 98 42.3 98
24 94.5 24 48 44.3 48 73 38.8 73 99 46.3 99
25 43.5 25 49 48.8 49 74 46.8 74 100 39.8 100

50 33.3 50 75 37 75 B= 2500

I_100 I_100I_100

Category Prioritary Category Prioritary 

Category Satisfactory

Category Satisfactory

Category Acceptable

Category Acceptable

I_100
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Table 3. Results in the decision space

broadly outperforms it in the total amount of 
supported projects, and the number of projects 
belonging to the priority category. ACO-SPRI6

would probably be the choice of a DM who shows 
aversion to detach him/herself from the reference 
portfolio.

iii. A DM specially inclined towards supporting the 
priority category projects would probably choose 
ACO-SPRI4.

iv. A DM, whose preferences are mainly directed 
towards the total amount of supported projects and 
prepared to manage high levels of discrepancies, 
will be interested in the solutions ACO-SPRI1, ACO-
SPRI2, ACO-SPRI3, ACO-SPRI9 and ACO-SPRI10.

v. A compromise solution between the attitudes 
described above is the solution ACO-SPRI11, which 
has a manageable level of discrepancies and 
satisfactory levels of the total amount of projects and 
priority category projects.

Table 2. Results in the objective space

The best solutions (ACO-SPRI4, ACO-SPRI6 and ACO-
SPRI11) according to the DM’s attitudes taken into 
consideration were consistently present in 26 out of 30 
runs.

Tables 4 and 5 show the characteristics of the 
solutions (Sol1 and Sol2) reported in Ref. 9. These 
solutions are clearly outperformed by those suggested in 
our proposal in both the portfolio cardinality and the 
support to the priority category.

It should also be noted that the solutions in Tables 4-
5 contain an unacceptable discrepancy: the unsupported 
project 20 belongs to the reference portfolio and its 
budgetary requirement (97.5 millions) is slightly lower 
than the average cost of the supported projects of its 
category.

Table 6 shows two of our best solutions when 
evaluated in terms of the objectives of the model 
proposed in Ref.9. Please note that even though ACO-
SPRI4 contains 18 of 22 projects belonging to the 
reference portfolio (with only 4 weak discrepancies
according to the model proposed herein), it would be 
assigned a large number of strict discrepancies if it were 
evaluated according to the model proposed in Ref.9 and 
described in Section 2.This effect that we have called 
inflation of discrepancies will avoid the DM accept 
these solutions for considering as the best compromise.

Table 4. Solutions suggested in Ref. 9

Table 6. Solutions evaluated by the model in Ref. 9

Portfolio
Solution C

Values of objective functions Card 
(C)N1 nwd1 nsd1 N2 nwd2 nsd2 N3 nwd3 nsd3 P

Cref 22 0 0 0 0 0 0 0 0 89.5 22
ACO-SPRI1 20 3 3 8 0 0 11 0 0 57.79 39
ACO-SPRI2 20 3 3 7 0 0 12 0 0 56.92 39
ACO-SPRI3 21 3 2 5 0 0 12 0 0 58.18 38
ACO-SPRI4 27 4 0 6 0 0 0 0 0 81.03 33
ACO-SPRI5 25 2 1 5 0 0 0 0 0 83 30
ACO-SPRI6 26 2 1 4 0 0 0 0 0 83.3 30
ACO-SPRI7 26 2 1 1 0 0 3 0 0 79.43 30
ACO-SPRI8 25 2 1 2 0 0 3 0 0 79.46 30
ACO-SPRI9 14 6 3 17 0 0 17 0 0 49.85 48
ACO-SPRI10 18 12 1 15 0 0 16 0 0 50.65 49
ACO-SPRI11 25 1 0 1 0 0 0 0 0 85.69 26

Solution N1 nwd1 nsd1 N2 nwd2 nsd2 N3 nwd2 nsd2 P Card ACSP

Sol1 24 0 0 0 0 0 0 0 0 87.62 24 102.19
Sol2 25 0 0 0 0 0 0 0 0 86.96 25 94.57

Solution npr na ns nw Card (C)
ACO-SPRI6 30 0 57 0 30
ACO-SPRI4 33 0 98 0 33

Portfolio
Solution C

1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3 3 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3

C ref 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 1 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1 0 1 1 0
ACO-SPRI 2 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 0 0 0 1 1 0 0 0 1 1 0 1 1 0 1 1 0
ACO-SPRI 3 1 1 1 1 1 1 0 1 1 0 1 0 0 1 1 1 0 1 0 1 1 0 0 0 1 1 0 1 1 0 1 1 0
ACO-SPRI 4 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 0 0 0 0 1 1 1 1 1 1 1 1 1
ACO-SPRI 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 1 1 1 0 1 0 0 1
ACO-SPRI 6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 1 1 1 1 1 0 0 1
ACO-SPRI 7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 1 0 1 1 1 1 1 0
ACO-SPRI 8 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 1 0 1 1 1 0 1 0
ACO-SPRI 9 1 1 1 1 1 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 1 0 0 1 1 1 0 0
ACO-SPRI 10 1 1 0 0 0 0 0 1 0 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 1 1 1 1 1 1 1 1 0
ACO-SPRI 11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 0 1 0 0 1 0 1 0 0 1

9

Selection of Projects
Prioritary Category

1 2 3 4 5 6 7 8
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Table 5. Additional information about solutions from Ref.9

Table 3. (Continued)

6. Some conclusions

Multi-criteria analysis is a powerful tool for handling 
conflicting preferences in decision-making problems 
concerning projects, but only project rankings can be 
derived from these applications. In project portfolio 
problems, when as a result of some previous evaluation 
the only available decision maker preference 
information is a project rank ordering, the use of formal 
methods to optimize the portfolio is critically limited. 
The usual way of allocating resources according to the 
priority derived from the rank ordering is questionable 
when at least one of the following conditions is held:

The DM is willing to support as many projects as 
possible; so he/she accepts  trade-offs between the 
impact of particular projects and the number of 
supported projects;
The DM is averse to exert excessive effort for 
modeling his preferences;
The DM’s preferences are ambiguous or contradictory 
as happens when the decision-maker is a non-
homogenous group; 
The DM does not trust plenary regarding the quality 
information conveyed in the ranking;
The DM is averse to projects whose costs exceed the 
average considerably. 

Solution 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
Sol 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 1 1 1 0 0 0 0
Sol 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 1 1 1 1 1 0 0 0

Solution 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66
Sol 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Sol 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Solution 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100
Sol 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Sol 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Portfolio

Solution C
3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 5 5 6 6 6 6 6 6 6
4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6

C ref 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 1 0 0 0 0 0 0 1 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0
ACO-SPRI 2 0 0 0 0 0 0 1 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0
ACO-SPRI 3 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0
ACO-SPRI 4 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 5 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 6 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 7 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 8 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ACO-SPRI 9 0 0 1 1 1 0 1 0 1 1 0 1 0 0 1 1 1 0 1 1 1 1 0 0 1 1 0 0 0 0 0 1 0
ACO-SPRI 10 0 1 1 1 0 1 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 1 1 1 0 1 0 0 1 1 1
ACO-SPRI 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Selection of Projects

Satisfactory Category

Portfolio
Solution C

6 6 6 7 7 7 7 7 7 7 7 7 7 8 8 8 8 8 8 8 8 8 8 9 9 9 9 9 9 9 9 9 9 1
7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0

0
C ref 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 22

ACO-SPRI 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 1 1 1 0 1 1 1 1 0 0 0 0 39
ACO-SPRI 2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 1 0 1 1 1 0 1 1 1 1 0 0 0 0 39
ACO-SPRI 3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 1 0 1 1 1 0 1 1 1 1 0 0 0 0 38
ACO-SPRI 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 33
ACO-SPRI 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30
ACO-SPRI 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30
ACO-SPRI 7 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30
ACO-SPRI 8 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30
ACO-SPRI 9 0 1 0 1 1 0 1 0 1 0 0 1 0 1 0 0 1 1 1 1 1 1 0 0 1 0 0 1 0 0 1 1 0 0 48
ACO-SPRI 10 0 1 0 0 1 0 0 0 1 0 1 1 0 0 1 1 0 1 1 0 1 0 1 1 1 1 1 0 0 1 0 0 0 0 49
ACO-SPRI 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 26

Selection of Projects

Card (C )
Acceptable Category
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This proposal uses a project ranking as input 
information, so it can be considered as complementary 
to multi-criteria analysis in the framework of resource 
allocation among competing projects. Compared with 
previous approaches, the main features of the new 
method are:
a) An improved multi-criteria description of the 

portfolio quality, measured through proxy variables, 
which takes into account the number and level of 
priority of the supported projects, discrepancies with 
respect to the portfolio derived from the rank 
ordering, and an indicator of the average rank of the 
supported projects;

b) An ant colony multi-objective metaheuristic to solve 
the optimization Problem 6 and find the best 
compromise.

In several examples of real size, our proposal 
performed very well in the sense of the quality of 
solutions, with reasonable robustness. We may point out 
that:
i) The reference solution (that strictly follows the rank 

ordering information) is clearly outperformed by 
other solutions that increase the number of projects 
in the portfolio and the number of priority projects;

ii) Though admitting some discrepancies, the solutions 
with portfolio cardinality much higher than 
reference may be acceptable for the DM. A DM 
exhibiting certain aversion to expensive projects 
would find revenues in our method, particularly with 
respect to what we call reference solutions;

iii) Considerable increases in portfolio cardinality can 
be found without introducing strong discrepancies 
with respect to the reference portfolio;

iv) Although more complex, the proposed multi-criteria 
description of portfolio quality improves the 
modeling of decision maker preferences when 
compared with previous approaches. The new model 
eliminates the “inflation of discrepancies” effect, 
which appears as one of the serious drawbacks of 
other proposals. Besides, this model allows 
centering the DM attention on project’s different 
levels of priority. 
As a consequence, our proposal outperforms 

previous approaches concerning the quality of solutions. 
Although the experimental evidence is still limited, it 
seems that the advantage of our results increases with 
the complexity of the problem.

Acknowledgements

This work has been partial supported by CONACYT 
Project.254498 and PRODEP.

References

1. D. N. Kleinmuntz, “Portfolio Decision Analysis: 
Improved Methods for Resource Allocation”, Chapter 
Foreword, Springer, New York- Dordrecht-Heidelberg-
London, pp. v–vii, 2011.

2. A. Salo, J. Keisler, and A. Morton, “Portfolio Decision 
Analysis: Improved Methods for Resource Allocation”, 
Chapter An Invitation to Portfolio Decision Analysis,
Springer New York-Dordrecht-Heidelberg-London, pp. 
3–27, 2011.

3. M. A. Coffin and B. W. Taylor, “Multiple Criteria R&D 
Project Selection and Scheduling Using Fuzzy sets”, 
Computers and Operation Research, Vol. 23, No. 3, pp. 
207–220, 1996.

4. J. Klapka, P. Pinos, and V. Sevcik, “Multicriterial 
Projects Selection”, Handbook of Optimization Intelligent 
Systems Reference Library, Vol. 38, No. 245, pp. 245–
261, 2013.

5. C. Stummer and K. Heidenberger, “Interactive R&D 
Portfolio Analysis with Project Interdependencies and 
Time Profiles of Multiple Objectives”, IEEE
Transactions on Engineering Management, Vol. 50, No. 
2, pp. 175–183, 2003.

6. J. L. Ringuest, S. B. Graves, and R. H. Case, “Mean-gini 
Analysis in R&D Portfolio Selection”, European Journal 
of Operational Research, Vol. 154, No. 1, pp. 157–169, 
2004.

7. C. Carlsson, R. Fuller, M. Heikkila, and P. Majlender, “A 
Dynamic and Fuzzy Modeling Approach for 
Multiobjective R&D Project Portfolio Selection”, 
International Journal Approximate Reason, Vol. 44, No. 
2, pp. 93–105, 2007.

8. X. Zhao, Y. Yang, G. Wu, J. Yang, and X. Xue, “A 
Dynamic and Fuzzy Modeling Approach for 
Multiobjective R&D Project Portfolio Selection”, 
Journal of Convergence Information Technology, Vol. 7, 
No. 1, pp. 36–44, 2012.

9. E. Fernandez and R. Olmedo, “Public Project Portfolio 
Optimization under a Participatory Paradigm”, Applied 
Computational Intelligence and Soft Computing, 2013, 
doi: 10.1155/2013/891781.

10. R. Cooper, S. Edgett and E. Kleinschmidt, “Portfolio 
Management for New Product Development: Results of 
an Industry Practices Study”, R&D Management , Vol. 
31, No. 4, pp. 361-380, 2001.

11. S. Gabriel, S. Kumar, J. Ordoñez and A. Nasserian, “A 
Multiobjective Optimization Model for Project Selection 
with Probabilistic Consideration”, Socio-Economic 
Planning Sciences, Vol. 40, No. 4, pp. 297-313, 2006.

12. Y. Yang, S. Yang and Y. Ma, “A Literature Review on 
Decision Making Approaches for Research and 

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

52



Portfolio Optimization Ordered Projects

Development Project Portfolio Selection”, CSAMSE 
Conference, 2012.

13. E. Fernandez, L. F. Felix and G. Mazcorro, “Multi-
objective Optimisation of an Outranking Model for 
Public Resources Allocation on Competing Projects”, 
International Journal of Operational Research, Vol. 5, 
No. 2, pp. 190-210, 2009.

14. M. Dorigo and L. M. Gambardella, “Ant colony system: 
A Cooperative learning Approach to the Traveling 
Salesman Problem”, IEEE Transactions on Evolutionary 
Computation, Vol. 1, No. 1, pp. 53– 66, 1997.

15. K. F. Doerner, W. J. Gutjahr, R. F. Hartl, C. Strauss, and 
C. Stummer, “Pareto Ant Colony Optimization: A 

Metaheuristic Approach to Multiobjective Portfolio 
Selection”. Annals of Operations Research, Vol. 131, No. 
1–4, pp. 79–99, 2004.

16. L. Cruz, E. Fernandez, C. Gomez, G. Rivera and F. 
Perez, “Many-Objective Portfolio Optimization of 
Interdependent Projects with ‘a priori’ Incorporation of 
Decision-Maker Preferences”, Applied Mathematics & 
Information Sciences, Vol. 8, No. 4, pp. 1517-1531,
2014.

17. K. Deb, A. Pratap, S. Agarwal and T. Meyarivan, “A fast 
and Elitist Multiobjective Genetic Algorithm: NSGA-II”, 
IEEE Transactions on Evolutionary Computation, Vol. 6, 
pp. 182–197, 2002.

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

53



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


