
Received 4 November 2014

Accepted 6 October 2015

Improving Meta-learning for Algorithm Selection
by Using Multi-label Classification:

A Case of Study with Educational Data Sets
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Abstract

Recommending classification algorithms is an open research problem the solution to which is of tremen-
dous value for practitioners and non-experts data mining users such as educators. This paper proposes
a new meta-learning framework for educational domains based on the use of multi-label learning for
selecting the best classification algorithms in order to predict students’ performance. In short, the frame-
work considers an offline phase where statistical tests are performed to find the subset of algorithms that
achieves the best performance over the repository of educational data sets. The subset of algorithms
along with the meta-features extracted from the training data are used to generate a multi-label data set.
A multi-label classifier is then trained and, in an online phase, this model is used to recommend the
most suitable classification algorithms to be applied to new unseen data sets. This new multi-label meta-
learning approach has been applied to a repository of educational data sets generated from Moodle usage
data. The results obtained show significant improvement compared with a previous nearest neighbor
proposal, demonstrating the suitability of the new framework.
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1. Introduction

Classification algorithm selection is a very impor-

tant and challenging issue. As the classification task

of data mining (DM) 1 is a much studied field, re-

sulting in a high number of available algorithms

of different paradigms, a user can apply multiple

choices to a given classification problem, with con-

siderably different levels of performance 2. In fact,

it is generally accepted that no single learning algo-

rithm can dominate another algorithm over all pos-

sible learning problems (this is also known as the no

free lunch theorem 3). If we extrapolate this reason-

ing to a specific domain where users do not neces-

sarily have to be familiar with DM techniques, such

as education, then recommending appropriate algo-

rithms for their specific data becomes even more im-

portant. As an alternative, an educator could sim-

ply run all available classification algorithms and

choose the one with the best performance. How-

ever, it may be computationally prohibitive to run all

possible algorithms. Not all models obtained by the

previous classification algorithms are equally inter-

International Journal of Computational Intelligence Systems, Vol. 8, No. 6 (2015) 1144-1164

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

1144



J.L. Olmo, C. Romero, E. Gibaja, S. Ventura

pretable, either. In fact, classification algorithms can

be grouped in black and white box models 4. Black

models normally obtain high classificational accu-

racy, but their explanation of the results is obscure

and difficult to understand. On the other hand, white

box models, such as decision trees and rule-based al-

gorithms, are more useful since they normally pro-

vide a set of IF-THEN classification rules that are

one of the most popular ways of representing knowl-

edge thanks to their simplicity and comprehensibil-

ity.

The importance of comprehensible classification

models is often a prerequisite for users to trust the

model’s predictions and follow the recommenda-

tions associated with those predictions 5. For exam-

ple, the need for trusting computational predictions

to be particularly strong in educational applications.

In education, the prediction models obtained should

be comprehensible/interpretable for instructors 6 in

order that these models could be used directly for de-

cision making 7 and provide an explanation for the

classification. Finally, one of the objectives of ed-

ucational data mining (EDM) 8,9 is to design easy-

to-use tools for educators and non-expert users of

DM. Nowadays, general DM tools range from com-

mercial (such as DBMiner, SPSS Clementine, SAS

Enterprise Miner, or IBM Intelligent Miner) to open-

source solutions (such as WEKA and RapidMiner).

Unfortunately, not all of these tools are specifically

designed for educational purposes, and educators

may be overwhelmed by the high number of al-

gorithms and configuration options that these tools

present.

A way to address the aforementioned problem is

to employ meta-learning for classification algorithm

recommendation 2. It consists of a framework devel-

oped in the field of supervised machine learning to

automatically predict algorithm performance, help-

ing users with the algorithm selection process 10.

As a set of algorithms may be recommended,

the meta-learning problem can be addressed from

a multi-label learning (MLL) 11,12 perspective. In

contrast with classical classification (a.k.a. single-

label), where only one class label can be assigned

to an instance, in MLL multiple target labels can

be associated to each instance. Typical examples

of MLL problems are classification of text 13 and

multimedia 14 or bioinformatics 15. Even new ap-

plications such as drug discovery 16, sentiment anal-

ysis 17, social network mining 18 or direct market-

ing 19 are continuing to emerge. However, MLL has

not been widely used in the EDM field 20. We can

only cite two applications: the automatic tagging of

learning objects 21 and the classification of learning

styles from the learner profile 22.

In addition, although meta-learning has been

widely applied to determine the best classification

algorithm for a given data set 23,24,25,26, as far as

we know, MLL techniques have not previously been

used. Only work by Kanda et al. 27 can be cited,

where selecting the most promising algorithm for

the travelling salesman problem (TSP) is considered

as a multi-label problem that involves only a few ba-

sic transformations of the data sets.

In this paper, we address an EDM-related prob-

lem that has not previously been tackled by MLL:

the use of meta-learning for recommending classifi-

cation algorithms for educational data. We first carry

out an experimental study to analyze the applica-

tion of the different state-of-the-art MLL algorithms

to generate the classifier for making a recommen-

dation. A second experimental study compares the

results obtained by the current proposal with those

obtained under another framework 28, which used a

nearest-neighbor approach to determine the outputs

from the recommendation. We demonstrate that the

new multi-label framework is more suitable for this

problem than the previous one, obtaining significant

improvements in the recommendation.

The rest of this paper is organized as follows.

In the next section we briefly review the two main-

stream approaches, namely meta-learning and multi-

label learning, providing a taxonomy. The pro-

posed framework is described in detail in Section 3.

Section 4 details the step by step application of

the framework proposed for a specific repository of

EDM data sets. Section 5 presents the experimental

studies carried out, discussing the results obtained.

Finally, some concluding remarks are outlined in

Section 6.
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2. Related work

Predicting students’ performance is one of the old-

est and most studied problems in EDM 6. The goal

of the prediction is to infer a categorical target or

single aspect of the data (predicted variable) from

some combination of other aspects of the data (pre-

dictor variables). This is a supervised learning pre-

dictive task that can either be addressed as classifi-

cation, if the predicted variable is a categorical at-

tribute, or as regression, if a numerical value is pre-

dicted. In the educational domain the objective is

to estimate the unknown value of a student’s perfor-

mance, knowledge, score, or mark. Many different

approaches and algorithms have been applied within

classification and prediction tasks of DM to solve

this problem 29: decision trees 30, classification and

regression trees 31, neural networks 32, bayesian net-

works 33, support vector machines 34, genetic algo-

rithms 35, genetic programming 36, swarm program-

ming 37, etc. As we can see, there is no general con-

sensus on which algorithm or technique is the best

option for an educator to be applied for classification

or prediction over a given data set. In fact, as stated

by the No-Free-Lunch theorem 3, there is no sin-

gle classifier that performs best on all data sets, and

thus, selecting and identifying the most adequate al-

gorithm for a new data set is a difficult task.

For this reason, meta-learning can be used to

help instructors to select the technique to be ap-

plied to classify their own data. Specifically, meta-

learning can be defined as learning about learning,

by taking results produced by learning as inputs and

generalizing over them 38,39. Within the machine

learning community, meta-learning can be used in

a variety of tasks that match the previous definition.

One of these tasks consists of learning how to

combine the predictions of several classifiers. To

this end, the predictions of each different model

together with the correct class values constitute a

meta-level dataset that is given as input for a meta-

level classifier, the output of which is the final class.

Several MLL approaches based on stacking 40 have

been developed for this task. The target was to ap-

ply meta-learning to induce the dependencies be-

tween the labels while maintaining a linear complex-

ity with the number of labels 41,42,43,44,45,46,47,48.

Another task concerns learning how to select the

most appropriate learner for a certain problem ac-

cording to a certain criterion (e.g. predictive accu-

racy). This is the type of meta-learning addressed

in this paper. To carry out this task, several do-

mains that can either be single or multi-label are

described by a set of meta-features that are rele-

vant to the performance of learning algorithms. This

description, together with the performance of algo-

rithms in these domain, constitutes a meta-domain

or meta-learning data set to which a meta-learner is

applied. This meta-learning data set may be single-

label (the target is the best algorithm), multi-label

(the target consists of several algorithms) or multi-

score (the target is the performance of each algo-

rithm). Finally, the output of the meta-learner may

be single-label, multi-label, a ranking or a score for

each algorithm. Table 1 shows a summary of the

developed approaches in the field of meta-learning

and MLL, classifying them according to the type of

domain used in each stage of learning.

In 24, Chekina et al. proposed a meta-learning

approach to recommend the best multi-label algo-

rithm to be used over a certain domain. The do-

main was multi-label, but as only the best algo-

rithm was recommended, the meta-learning data set

was single-label. Kanda et al. 27 developed a meta-

learning approach to recommend five different opti-

mization meta-heuristics for solving TSP problems.

The output of the meta-domain was the heuristic or

set of heuristics that were able to find the best so-

lution, thus producing a multi-label dataset. In this

work, only three basic multi-label methods were ap-

plied; two of them (copy and ignore) have thus far

received little consideration in the literature owing

to its drawbacks, loss of information and low per-

formance 50. Later, in 49, multi-layer perceptrons

were used to obtain a ranking of meta-heuristics. A

meta-example was labelled with the performance on

the five meta-heuristics and the output layer had five

neurons that identified the ranks of the five meta-

heuristics for the TSP instance provided in the input.

To our knowledge a complete framework that

recommends a set of algorithms for a single-label

classification problem by using a multi-label meta-

learner does not exist in the literature. This meta-
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REFERENCE DOMAIN META-LEARNING DATA SET RECOMMENDATION

Chekina et al. 2011 24 multi-label single-label single-label

Kanda et al. 2011 27 single-label multi-label multi-label

Kanda et al. 2012 49 single-label multi-score ranking

Table 1: Classification of meta-learning and multi-label learning proposals according to the type of domain used

in each stage of learning

learner is trained with statistical, complexity, and

domain meta-features, and the multi-label target is

obtained by using statistical evidence. It is also

worth highlighting that the current work includes a

full experimental study to determine which multi-

label meta-learner of the state-of-art in multi-label

learning is more suitable, and is also the first time

that such an approach has been applied to EDM. In

fact, meta-learning is used mainly in general domain

and publicly available data sets such as those avail-

able at the UCI machine learning repository 51, but

its application to EDM is quite limited, and only few

works can be cited. The first one is focused on using

meta-learning to support the selection of parameter

values in a J48 classifier using several educational

data sets 52. A second work 28 proposed the em-

ployment of several classification measures to eval-

uate classifiers’ performance. Non-parametric sta-

tistical tests were then performed to identify signifi-

cant differences among algorithms for each data set

in the repository. The meta-features of these data

sets were also extracted. Once the educator has a

new data set, after extracting its meta-features, a one

nearest neighbor (1-NN) algorithm was used to de-

tect the closest data set in the repository (using the

meta-features previously extracted). The set of algo-

rithms recommended for the new data set then coin-

cided with the set of algorithms of its nearest neigh-

bor. A more recent work that applied meta-learning

to EDM was the paper by Zorrilla and Garcia 53,

were meta-learning is used to build a recommender

that help instructors (as non-expert data miners) in

applying the right DM algorithm on their data sets.

It is also worth noting the work by Zapata et al. 54,

where meta-learning techniques are used in the field

of learning objects recommendation in order to au-

tomatically obtain or predict the final ratings.

3. The proposed multi-label meta-learning
framework

This section outlines the new multi-label meta-

learning framework proposed for recommending

classification algorithms for educational data. The

approach can be split into two phases, as shown in

Figure 1.

In the training or offline phase, the final goal is to

generate a multi-label data set from educational data

sets. To this end, several steps need to be addressed.

In Step 1, a set of classification algorithms are exe-

cuted over the original single-label educational data

set so that several classification measures are calcu-

lated. Note that the algorithms selected at this point

are those that will be recommended at the end of the

process.

In Step 2, the algorithms that perform best must

be found for each data set. The multiple-comparison

Friedman or Iman&Davenport statistical tests can be

employed for this purpose 55. Both tests compare

the mean ranks of k algorithms over N evaluation

measures. These ranks indicate which algorithm ob-

tains the best results considering all the measures

studied. To calculate them, a rank of 1 is assigned

to the algorithm with the highest value in the first

measure studied, the algorithm with the next highest

value in this measure is given a rank of 2, and so on.

The same procedure is then carried out for the other

evaluation metrics involved in the study. Accord-

ing to the test performed, it is possible to find out if

the algorithms present significant differences in per-

formance among themselves, according to the clas-

sification evaluation measures studied. If there are

significant differences, a post-hoc test must then be

performed to reveal such performance differences.

Several statistical tests can be used at this point,

such as Bonferroni-Dunn, Holm’s and Hochberg’s

methods 55. As result, we will know the subset
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Figure 1: Multi-label meta-learning methodology

of algorithms recommended for each particular data

set. Note that the algorithms recommended will not

present significant differences among themselves re-

garding the classification metrics evaluated.

On the other hand, the meta-features of each

original data set in the repository are extracted in

Step 3, such as statistical, complexity and domain

features. Then, in Step 4, the meta-features ex-

tracted for a given data set will become part of an

instance of the multi-label data set. Specifically, the

meta-features extracted will correspond to the pre-

dictive attributes, while the value of the labels will

come from the subset of algorithms recommended

for the same data set. The number of instances in

the multi-label data set is equal to the number of

single-label educational data sets in the repository,

and the number of labels is equal to the number of al-

gorithms employed in Step 1. Note that, for a given

instance, a value of 1 will be set in a label if the

algorithm associated belonged to the subset of algo-

rithms recommended in Step 2, and 0 otherwise.

Finally, Step 5 consists in training a multi-label

classifier using the multi-label data set generated as

training data. Any kind of multi-label classification

algorithm can be employed to generate the classifier.

In the prediction or online phase, given a new

educational data set, its meta-features must first be

extracted in Step 6. The same meta-features used to

generate the multi-label data set should be extracted.

Then, in Step 7, the values of these meta-features

can be used as input for the multi-label classifier,

which will generate the algorithms recommended

for the new data set by prediction.

4. Experimental study on educational data

The goal of the experimental study carried out in

this paper aims to demonstrate the validity of the

multi-label meta-learning framework proposed, us-
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ing a specific repository of educational data sets.

The repository consisted of 32 classification higher

education data sets used to predict students’ perfor-

mance 56 that were generated from Moodle usage

data 8. Moodle is a free learning management sys-

tem that allows powerful, flexible and engaging on-

line courses to be created 57. The data were col-

lected during the six-year period between 2007 and

2012 and relate to university Computer Science stu-

dents. As predictive attributes, these data sets com-

prise various information about students’ interaction

in the Moodle learning platform during a course, and

the class to be predicted is related to the final mark

obtained by students in the course.

This section focuses on describing the experi-

ment performed, explaining the different steps car-

ried out until the multi-label data set is generated,

the cross-validation model used, the multi-label met-

rics calculated for each classifier, and the configura-

tion used for the multi-label algorithms executed.

4.1. Step 1: Evaluating the algorithms’
performance

The target audience of this work includes teachers

or professional instructors who might not be famil-

iar with the knowledge discovery process 58. For

this reason, it was assumed that the algorithms that

should be recommended to these domain experts are

those that allow the creation of models that can be

easily understood and used directly in the decision-

making process. In this context, high-level represen-

tation techniques such as decision trees and decision

rules 59 are especially interesting, since they allow

the user to interpret and understand the knowledge

extracted. The algorithms considered in this work

are thus restricted to decision trees and rule-based

algorithms, although other paradigms could have

been taken into account. In particular, we have em-

ployed the following rule-based classifiers and deci-

sion trees provided by the Weka tool 60∗: Conjunc-

tiveRule 60, DecisionTable 61, DTNB 62, JRIP 63,

NNge 64, OneR 65, PART 66, Ridor 67, ZeroR 60,

BFTree 68, DecisionStump 69, J48 70, J48graft 71,

LADTree 72, LMT 73, NBTree 74, RandomForest 75,

RandomTree 60, REPTree 76, SimpleCart 77.

In Step 1, we run each algorithm over each spe-

cific data set in our repository. More specifically, we

carried out a stratified ten-fold cross validation pro-

cedure, where each data set was randomly split into

ten mutually exclusive folds, with each fold consist-

ing of approximately the same proportion of classes

as in the original data set. Each algorithm was exe-

cuted ten times, with a different fold left out as the

test set each time, the other nine being used for train-

ing. This gives a total of 6400 executions (20 algo-

rithms × 32 data sets × 10 folds). Several classifi-

cation measures were used to compare algorithms’

performance 78:

• Sensitivity (Sen), a.k.a. recall, which indicates the

ability of the model to detect positive instances:

TP

TP +FN
(1)

• Precision (Prec), which indicates the number of

positive instances correctly identified among all

the instances predicted as positives.

TP

TP +FP
(2)

• F-measure (F-M), which is the harmonic mean be-

tween sensitivity and precision.

2 · precision · recall
precision+ recall

(3)

• Kappa (Kap), which is an alternative measure to

accuracy since it compensates for random hits 79.

It evaluates the merit of the classifier, i.e. the

actual hits that can be attributed to the classifier

and not by mere chance. Cohen’s kappa statistic

ranges from -1 (total disagreement) to 0 (random

classification) to 1 (total agreement). It is calcu-

lated by means of the confusion matrix as follows:

Kappa =
N ∑k

i=1 xii −∑k
i=1 xi.x.i

N2 −∑k
i=1 xi.x.i

(4)

where xii is the count of cases in the main diagonal

of the confusion matrix, N is the number of exam-

ples, and x.i and xi. are the column and row total

counts, respectively. The kappa rate also penalizes

∗The Weka machine learning software is publicly available at http://www.cs.waikato.ac.nz/ml/index.html
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Table 2: Algorithms’ performance for dataset12
ALGORITHM SEN PREC F-M KAP AUC

ConjunctiveRule 0.778 0.800 0.770 0.5404 0.735

DecisionTable 0.790 0.809 0.783 0.5668 0.720

DTNB 0.802 0.828 0.795 0.591 0.717

JRip 0.765 0.790 0.756 0.514 0.689

NNge 0.691 0.690 0.690 0.374 0.686

OneR 0.716 0.742 0.701 0.409 0.698

PART 0.753 0.794 0.738 0.485 0.729

Ridor 0.741 0.785 0.723 0.458 0.721

ZeroR 0.543 0.295 0.382 0.000 0.444

BFTree 0.778 0.800 0.770 0.540 0.715

DecisionStump 0.728 0.763 0.712 0.433 0.701

J48 0.765 0.802 0.753 0.512 0.727

J48graft 0.778 0.810 0.767 0.538 0.729

LADTree 0.753 0.772 0.744 0.489 0.676

LMT 0.778 0.810 0.767 0.538 0.744

NBTree 0.790 0.819 0.781 0.565 0.734

RandomForest 0.765 0.782 0.758 0.516 0.692

RandomTree 0.728 0.752 0.715 0.436 0.615

REPTree 0.741 0.762 0.730 0.463 0.705

SimpleCart 0.778 0.800 0.770 0.540 0.701

all-positive or all-negative predictions, especially

in imbalanced data problems. Kappa is very use-

ful for multiclass problems, measuring classifier’s

accuracy while compensating for random success.

• Area under the ROC curve (AUC), which is a

commonly used evaluation measure in imbal-

anced classification 80. ROC curve presents the

tradeoff between the true positive rate and the

false positive rate. It ranges from 0.5 (random

classifier) to 1.0 (perfect classifier), and is com-

puted by using the entries of the confusion matrix:

AUC =
1+T Prate−FPrate

2

=
1+

TP

TP +FN
− FP

FP +TN
2

(5)

Table 2 shows the average values obtained for

these measures by each algorithm on dataset12.

4.2. Step 2: Ranking single-label algorithms

In Step 2, we outlined the algorithms that did not

present significant differences when classifying a

given data set, taking the five classification measures

into account simultaneously. To this end, the perfor-

mance differences among algorithms were statisti-

cally evaluated. The process followed is then de-

tailed for the sample table referred to above. The

multiple-comparison Iman&Davenport 55 test was

carried out. According to this test, we state that all

algorithms are equivalent if the null hypothesis is ac-

cepted. In contrast, if the null hypothesis is rejected,

we will state that there are differences between the

algorithms. With a significance level of α = 0.1 the

Iman&Davenport statistic of average rankings dis-

tributed according to the F-distribution rejected the

null-hypothesis in the 32 cases studied, indicating

the existence of significant differences among the

classifiers.

To reveal such performance differences, we ap-

plied the Bonferroni-Dunn post-hoc test, the fo-

cus being on all the possible pairwise comparisons

among the algorithms. The critical value revealed

by this test at the same significance level of α = 0.1
was 9.533. Those algorithms whose rank belonged

to the interval between the value of the highest rank

and this latter plus the critical value, were the subset

of algorithms recommended for that particular data

set, given that there were no significant differences

among them.

For instance, following the example of Table 2,

after carrying out the Iman&Davenport and sub-

sequent Bonferroni-Dunn non-parametric tests, the
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Table 3: Subset of recommended algorithms for educational dataset12 and their ranking values
ALGORITHM RANK

DTNB 2.333

NBTree 2.667

DecisionTable 3.667

LMT 5.250

ConjunctiveRule 5.333

J48graft 5.833

BFTree 6.667

SimpleCart 7.083

J48 9.000

PART 10.917

RandomForest 11.000

JRip 11.167

subset of classifiers that would be recommended for

dataset12 is shown in Table 3, where the critical in-

terval was [2.333, 2.333 + 9.533]. The remaining

eight algorithms were not recommended since their

rank exceeded the upper limit of the critical interval.

4.3. Step 3: Extracting meta-features from
Moodle data sets

Following Step 3 of the framework proposed, the

meta-features of the data sets were extracted. Six-

teen features were considered from each data set

which can be categorized into one of the following

three groups: statistical, complexity, and domain, as

shown in the section under the label “meta-features”

in Table 4.

The statistical features comprise the number of

instances or students (Ni), the number of numerical

attributes (Nna), the number of categorical attributes

(Nca), the number of classes or labels of the mark

attribute such as Pass/Fail, High/Medium/Low, etc.

(Nc), and the imbalance ratio (IR), which is the ra-

tio between instances of the majority and minority

classes.

On the other hand, taking into account the fact

that the classification ability of classifiers depends

on the specifics of the data 81, the complexity of

each particular Moodle data set was analyzed. Dif-

ferent data complexity measures have been proposed

to characterize the difficulty of a classification prob-

lem quantitatively 82, divided into three categories:

measures of overlap of the feature values from dif-

ferent classes, measures of separability of classes,

and measures of geometry, topology and density of

manifolds. These measures take into account the ge-

ometrical regularities and irregularities of a data set,

assessing different degrees of difficulty related to the

boundary complexity. The extraction of complex-

ity measures to be used as meta-features in meta-

learning frameworks has been considered in sev-

eral works 83,84. The measures extracted as meta-

features in this work were the following:

• F1, maximum Fisher’s discriminant ratio. It com-

putes the maximum discriminant power of each

feature. For a given feature, it computes how

spread are the classes with respect to a specific

feature, comparing the difference between class

means with the sum of class variances.

• F2, overlap of the per-class bounding boxes. It

measures the overlap of the tails of the distribu-

tions defined by the instances of each class.

• F3, maximum (individual) feature efficiency. It

computes the discriminative power of individual

features and returns the value of the attribute that

can discriminate the largest number of training in-

stances.

• F4, collective feature efficiency. It follows the

same idea of the previous F3 measure, but con-

sidering the discriminative power of all features.

• L1, minimized sum of the error distance of a lin-

ear classifier. It evaluates to what extent data is

linearly separable, computing the sum of the dif-

ference between the prediction of a linear classi-

fier and the actual class value.

• L2, training error of a linear classifier. This mea-
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sure computes the error rate of a linear classifier

defined for L1 on the original training set.

• N1, fraction of points on the class boundary. It

provides the percentage of nodes that link dif-

ferent classes in a minimum spanning tree con-

structed over the data set, counting the number of

points incident on an edge going across the two

classes.

• N2, ratio of average intra/inter class nearest neigh-

bor distance. For each instance xi, we calculate

the minimum distance to a neighbor instance be-

longing to the same class (intraDist(xi)), as well

as the mininum distance to a neighbor instance of

any other class (interDist(xi)). The result of this

metric is assessed as the ratio of the sum of the

intra-class distances to the sum of the inter-class

distances for each instance.

• N3, leave-one-out error rate of 1-NN classifier.

This is simply the error rate of a nearest neighbor

classifier using a leave-one-out method. It denotes

how close the examples of different classes are.

• L3, non-linearity of a linear classifier. It is a mea-

sure of non-linearity described first in 85. It is

computed by creating a test set by linear interpola-

tion between points of the same class chosen ran-

domly from the training set. The value returned is

the error rate produced by the linear classifier over

the test set.

• N4, non-linearity of the 1-NN classifier. It follows

the same procedure of the L3 metric, but using a

1-NN classifier.

• T1, fraction of maximum covering spheres. This

measure is based on the concept of adherence sub-

set 86, which is a sphere centred on an instance

of the data set which is grown as much as possi-

ble until reaching any instance of any other class.

Therefore, an adherence subset contains a set of

instances of the same class and cannot grow more

without including instances of other classes. The

T1 measure considers only the biggest adherence

subsets, removing all those that are included in

others. Then, it returns the number of adher-

ence subsets normalized by the total number of

instances.

• T2, average number of points per dimension. It is

the ratio between the number of instances in the

data set and the number of attributes. It is a rough

indicator of sparseness of the data set.

Note that in order to obtain their complexity values

for each data set, the DCoL library was used 87.

Finally, the last meta-feature in Table 4 is the

source of the data set, which is specific of the ed-

ucational domain, and in our case can take one of

the following values, depending on the Moodle’s

source:

• Report: a report is a general summary about each

student’s interactions in a Moodle course. Moodle

provides a flexible array of course activities, re-

sources and assignments. Some examples of vari-

ables that we have stored in this type of data set

are: the total time spent on the course, the num-

ber of sessions/times the course was accessed, the

number of activities visited, the number of assign-

ments performed, the average score obtained in

the assignments, the total time spent on resources

and activities, the total time spent on assignments,

etc.

• Quiz: a specific summary about the interaction of

each student with Moodle quizzes or tests. Moo-

dle provides a large variety of question types, in-

cluding multiple choice, true-false, and short an-

swer questions. Some examples of variables that

we have stored in this type of data set are the total

time spent on all quizzes of the course and each

quiz done, the total number of quizzes completed,

the number of quizzes passed and failed, the aver-

age score obtained in quizzes, the number of ques-

tions correctly/incorrectly answered, etc.

• Forum: is a specific summary about the interac-

tion of each student with Moodle forums. Moodle

provides different types of forums for exchanging

ideas by posting comments, which can be graded

by the teacher or other students. Some examples

of variables that we have stored in this type of

data set are: the total time spent in a forum, the

number of messages sent, the number of messages

read, the number of threads created, the number

of replies received, the average score obtained in

a forum, etc.

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

1152



J.L. Olmo, C. Romero, E. Gibaja, S. Ventura

Table 4: Multi-label meta-data set. The left side corresponds to statistical, complexity and domain features of

single-label Moodle data sets for predicting students’ performance. The right side corresponds to the classes,

having one label per algorithm considered.
STATISTICAL COMPLEXITY DOMAIN ALGORITHMS

DATA SET Ni Nna Nca Nc IR F1 . . . T2 Source Alg1 Alg2 Alg3 ... Alg20

dataset1 98 4 0 2 1.08 0.046 · · · 48.5 Report 0 1 1 . . . 1

dataset2 194 0 4 2 1.39 1.452 . . . 48.25 Report 0 1 1 . . . 0

dataset3 786 6 0 3 9.8 1.499 . . . 297.66 Quiz 0 1 1 . . . 1

dataset4 658 0 6 3 9.1 0.005 . . . 298 Quiz 1 1 0 . . . 0

dataset5 67 40 0 2 1.23 0.101 . . . 1.675 Quiz 1 0 1 . . . 0

dataset6 922 6 0 3 19.27 2.745 . . . 153.66 Quiz 0 1 0 . . . 1

dataset7 910 0 6 3 19.24 0.018 . . . 153.16 Quiz 1 1 0 . . . 0

dataset8 114 0 11 2 1.19 1.198 . . . 10.364 Forum 0 0 0 . . . 1

dataset9 42 0 11 2 6 1.029 . . . 3.818 Forum 1 0 0 . . . 0

dataset10 103 0 11 2 1.53 0.648 . . . 10.364 Forum 0 1 1 . . . 1

dataset11 114 11 0 2 1.43 0.079 . . . 10.364 Forum 1 0 0 . . . 1

dataset12 98 0 6 2 1.91 0.872 . . . 13.5 Forum 0 0 0 . . . 1

dataset13 81 6 0 2 1.19 0.094 . . . 13.5 Forum 1 1 1 . . . 0

dataset14 33 0 12 2 32 26.43 . . . 2.75 Forum 0 1 1 . . . 1

dataset15 82 0 12 2 3.1 0.11 . . . 6.833 Forum 0 0 0 . . . 0

dataset16 113 40 0 4 23.5 0.037 . . . 2.825 Quiz 0 0 0 . . . 1

dataset17 105 41 0 3 1.06 0.055 . . . 2.488 Quiz 1 1 1 . . . 1

dataset18 123 0 10 4 3.89 2.482 . . . 10.3 Quiz 0 1 1 . . . 0

dataset19 102 10 0 3 1.06 0.168 . . . 10.2 Quiz 1 0 0 . . . 1

dataset20 75 0 8 2 2.12 0.517 . . . 9.375 Report 0 1 0 . . . 1

dataset21 52 0 4 2 1.89 2.274 . . . 13 Report 0 0 0 . . . 1

dataset22 208 10 0 2 3.25 0.023 . . . 20.7 Report 1 0 1 . . . 0

dataset23 438 0 10 4 15.41 0.398 . . . 43.8 Report 1 0 0 . . . 0

dataset24 421 10 0 4 14.2 0.065 . . . 43.8 Report 0 1 1 . . . 1

dataset25 84 6 0 4 5.43 0.042 . . . 14 Report 0 0 0 . . . 0

dataset26 168 6 0 4 11.25 0.003 . . . 28 Report 1 1 0 . . . 1

dataset27 136 6 0 4 11.5 -1 . . . 22.667 Report 0 0 0 . . . 0

dataset28 283 0 10 2 1.67 0.842 . . . 28.2 Report 1 0 1 . . . 0

dataset29 155 0 10 2 1.21 0.18 . . . 15.5 Report 0 0 1 . . . 0

dataset30 72 6 0 4 11 -1 . . . 12 Report 1 1 1 . . . 1

dataset31 40 0 10 2 1.2 0.476 . . . 2 Quiz 1 0 0 . . . 0

dataset32 48 10 0 2 1.8 2.327 . . . 2 Quiz 1 1 0 . . . 1

︸ ︷︷ ︸ ︸ ︷︷ ︸
meta− f eatures labels

Table 5: Features of the EDM multi-label data set
METRIC VALUE

Number of instances 32

Number of attributes 20

Number of labels 20

LCard 12.68

LDen 0.63

DL 32

4.4. Step 4: Generating the multi-label
meta-learning data set

The next step of the offline phase is the construc-

tion of the multi-label data set from the information

extracted in the previous steps. Specifically, this

presupposes the extraction of meta-knowledge that

relates the meta-features obtained from the Moodle

data sets in Step 3 to the algorithms that statistically

perform best over those data sets, obtained as results

in Step 2. In our study, this meta-knowledge is rep-

resented in a multi-label data set that presents 20

labels, one per algorithm considered in the frame-

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors

1153



Improving meta-learning for algorithm selection by using multi-label classification: a case of study for EDM

work. On the other hand, it has one instance per

Moodle data set in the original repository. The pre-

dictive attributes of a given instance correspond to

the meta-features extracted in Step 3 for the data set

concerned, while each label has a value of 1 if the al-

gorithm belongs to the subset of recommended algo-

rithms for the data set in Step 2, or a value of 0 other-

wise. The structure of the multi-label meta-learning

data set is shown in Table 4. We have published this

data set so that it is available to other researchers†.

Table 5 summarizes the main features of the

multi-label meta-learning data set. The number of

instances corresponds to the number of data sets in

the repository. The number of attributes is the num-

ber of meta-features extracted for each data set in

the repository. The number of labels is the number

of algorithms executed over each original data set.

The label cardinality (LCard) is the average number

of labels per pattern while the label density (LDen)

is the cardinality divided by the total number of la-

bels, and is used to compare data sets with different

numbers of labels. Both measures are defined in 88.

Finally, the distinct labelsets (DL) 89 are described

as the number of different label combinations in the

data set. Table 6 shows the number of counts for

each label along with their relative frequency.

4.5. Step 5: Training the multi-label classifier

This step links the offline and online phases. More

specifically, it consists in generating a classifier by

using any MLL algorithm, training the classifier by

using the multi-label meta-learning data set shown

in Table 4, which was generated in the previous step.

The induced classifier can be later used to make pre-

dictions given a new unseen data set. In particular, it

will generate a set of 1s and 0s as its output, one per

label/algorithm, where a value of 1 will mean that

this algorithm is suitable for use over the new data

set, and 0 otherwise.

4.6. Step 6: Extracting meta-features from a new
unseen educational data set

As regards the online phase, given a new unseen

educational data set, it is first necessary to extract

its meta-features. Exactly the same meta-features

used in Step 3 for the repository of Moodle data

sets have to be extracted and calculated for the new

data set. In particular, statistical features can easily

be extracted by the final user by counting the num-

ber of instances, the number of numerical attributes,

the number of categorical attributes, the number of

classes, and the imbalance ratio. Complexity char-

acteristics can easily be extracted by using the open

source DCoL library. Finally, the domain feature has

to be indicated by the instructor or final user.

All these characteristics will make up a new un-

labeled instance, i.e., an instance where the labels

are unknown (these values will be predicted by the

classifier). Note that this instance has the original

number of attributes of the multi-label meta-learning

data set (see Table 4).

4.7. Step 7: Recommending a set of suitable
algorithms for the educational data set

Once an unlabeled instance has been generated from

the meta-features of the new educational data set,

the last step of the framework proposed consists in

making a prediction, using this instance as input for

the multi-label classifier trained in Step 5. As out-

put, the classifier will generate a prediction. In this,

those labels where a value of 1 is predicted are in-

dicative of the fact that the corresponding white-box

algorithm is a good option to be used for classifying

the original data set. Otherwise, that algorithm is not

appropriate to be used over the original data. Note

that, owing to the multi-label nature of the classifier,

a set of suitable algorithms can be recommended,

since a value of 1 can be predicted for several labels.

As an example, we next show the output for a

new unseen data set identified as dataset33. This

new data set, not used for training the classifier,

considers 28 university students participating in a

Moodle forum for predicting the students’ success

or failure in a course about human-computer inter-

action. The interpretation and use of the classifica-

tion model obtained can be very useful for the course

instructor for detecting new students’ final perfor-

mance over time (since data were collected from the

†http://www.uco.es/grupos/kdis/kdiswiki/index.php/EDMMultiLabelMetaLearning
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Table 6: Label frequency in the EDM multi-label data set
LABEL COUNT REL. FREQ.

ZeroR 6 0.187

DecisionStump 11 0.343

RandomForest 13 0.406

ConjunctiveRule 15 0.469

NNge 16 0.500

OneR 17 0.531

JRip 19 0.594

REPTree 19 0.593

Ridor 20 0.625

DecisionTable 23 0.719

BFTree 23 0.719

LADTree 23 0.719

SimpleCart 23 0.719

PART 24 0.750

J48 25 0.781

LMT 25 0.781

RandomTree 25 0.781

DTNB 26 0.812

J48graft 26 0.812

NBTree 27 0.843

forum halfway through of the course), and to decide

how to help students predicted to FAIL 6. Then, af-

ter extracting the meta-features of dataset33 as ex-

plained in Section 4.6, the unlabeled instance that

was generated was then used as input for the classi-

fier (that was trained in this example using the En-

semble of Pruned Sets multi-label algorithm). As

output of the classifier, several algorithms were rec-

ommended. Any of them could be used, but let’s say

the user, who is an educator in our domain, selects

the J48graft algorithm 71, which is a grafted ver-

sion of the well known C4.5 decision tree algorithm.

This algorithm generates the decision tree shown in

Table 7 when used over the dataset33. As we can

see, the decision tree generated by the algorithm is

a highly interpretable model of the students’ perfor-

mance, which is crucial for the instructor. It consists

of a set of rules with the form IF-ELSE-IF, in which

the THEN operator is indicated by the symbol “:”. In

this specific decision tree, students are divided into

two major leaves, depending on whether students

have a centrality (measure of a student’s prominence

in the forum) higher or lower than 0.019. Students

having a centrality lower or equal to 0.019 are pre-

dicted to FAIL the course. Among those students

having a centrality over 0.019, the model differ-

entiates between those having more than 2 replies

to their messages, who are predicted to PASS the

course, and those that receive less than 2. This

subgroup is divided into those students who write

more than 107 words and are predicted to PASS the

course, and those that write fewer words. These lat-

ter are divided into those that sent a number of mes-

sages lower than 4.5 and are predicted to FAIL the

course, and those with more than 4.5, who are pre-

dicted to PASS the course.

On the other hand, to estimate the validity of

the framework proposed for educational data, we

have carried out an experimental study where we

have followed a leave-one-out cross-validation pro-

cedure. Since the performance of the model can

vary depending on the MLL classifier used, it is im-

portant to analyze which one gives the best results.

Therefore, for each multi-label algorithm used, 32

classifiers were trained using the multi-label meta-

learning data set induced in Step 5 as training data

with the particularity of excluding one instance each

time. That instance represents the meta-features of

the educational data set excluded, and is used as in-

put in Step 7 to make a multi-label prediction and to

recommend the algorithms for such a data set.

Because the data set generated in the offline

phase is a multi-label data set, specific performance

metrics must be used to consider multiple outputs.

In particular, two different types of metrics can be

differentiated: label-based and example-based met-
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Table 7: Decision tree generated by J48graft over dataset33

Centrality <= 0.019: FAIL

Centrality > 0.019

| Replies <= 2

| | Words <= 107

| | | Messages <= 4.5: FAIL

| | | Messages > 4.5: PASS

| | Words > 107: PASS

| Replies > 2: PASS

rics 88. Both kinds were used in our experimental

study (see Table 8).

Label-based metrics are calculated for each label

based on the number of true positives (t p), true neg-

atives (tn), false positives ( f p), and false negatives

( f n), and any binary evaluation metric can be used

with this type of approach. Because there are several

confusion matrices, the average of the metrics can be

calculated in two different ways: the macro and the

micro approaches. The former is the arithmetic av-

erage of the measure over all the categories, while

the latter considers predictions from all instances to-

gether and then calculates the measure across all la-

bels. There is no consensus about using a macro or

micro approach. According to 90,91, macro-averaged

scores give equal weight to every category, while

micro-averaged scores give equal weight to every

example. Pestian et al. 92 pointed out that the macro

approach is more appropriate when the system is re-

quired to perform consistently across all classes re-

gardless of the frequency of the class, while the mi-

cro approach may be more appropriate if the den-

sity of the class is considerable. In this paper we

thus follow the macro approach, in order to consider

the same weight for each category. The following

example-based measures have been used in the ex-

periments:

• Recall calculates the percentage of relevant labels

that are correctly predicted.

• Precision gives us the percentage of predicted la-

bels that are relevant.

• Specificity is related to the ability to identify neg-

ative results, and is defined as the proportion of

negative outputs that are actually negative.

• The macro F-measure is the harmonic mean of

macro precision and macro recall.

Alternatively, example-based metrics are calcu-

lated for each test example and then averaged across

the test set. Metrics to evaluate rankings and biparti-

tions are included in this group of metrics. Another

group of example-based metrics originating from

the information retrieval area 42 that are commonly

used in MLL are precision, recall, specificity and F-

measure, which were used as metrics to evaluate bi-

partitions (see Table 8). To define the metrics used,

let T = (xi,Yi)1 � i � t be a multi-label test set with

t instances, Yi and Zi the set of true and predicted la-

bels for an instance, and let τ be the predicted rank-

ing for an instance. The following example-based

metrics were used:

• Coverage 13 is the metric that evaluates how far

on average a learning algorithm needs to go down

the ordered list of prediction to cover all the true

labels of an instance. The smaller the value, the

better the performance.

• Ranking loss 93 evaluates the average fraction of

label pairs that are misordered for the instance.

The lower the value of the metric, the better the

performance. Note that |E| is called in 94 error-
set-size.

• Hamming loss 93 evaluates on average how many

times an example-label pair is misclassified. This

metric takes into account both prediction errors

(an incorrect label is predicted) and omission er-

rors (a correct label is not predicted) normalized

over the total number of classes and the total num-

ber of examples. The lower the value, the better
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Table 8: Metrics used in experiments

LABEL-BASED METRICS

recallmac =
1
q ∑q

i=1
t pi

t pi+ f ni

precisionmac =
1
q ∑q

i=1
t pi

t pi+ f pi

speci f icitymac =
1
q ∑q

i=1
tni

tni+ f pi

F −measuremac = 2× precisionmac×recallmac
precisionmac+recallmac

EXAMPLE-BASED METRICS

coverage = 1
t ∑t

i=1 maxλ∈Yi τi(λ )−1

error− set − size = |E|={
(λ ,λ ′)|τi(λ )> τi(λ ′),(λ ,λ ′) ∈ Yi ×Yi

}

ranking loss = 1
t ∑t

i=1
1

|Yi||Yi| |E|
Hamming loss = 1

t ∑t
i=1

1
q |ZiΔYi|

recall = 1
t ∑t

i=1
|Zi∩Yi|
|Yi|

precision = 1
t ∑t

i=1
|Zi∩Yi|
|Zi|

speci f icity = 1
t ∑t

i=1
|Zi∩Yi|
|Zi|

F −measure = 2× precision×recall
precision+recall

the performance of the classifier. Δ stands for the

symmetric difference of two sets.

4.8. Experimental setup

Several multi-label algorithms were used in this ex-

perimental study to induce the classifier of Step 5 of

the framework. Their implementation is freely avail-

able at the MULAN library‡, and all of them have

been tested using a leave-one-out cross-validation,

running each one 32 times in total. Regarding

problem transformation methods, which transform

a multi-label problem into one or more single-label

ones to apply any classic machine learning algo-

rithm, the following methods were used: Binary

Relevance (BR) 88, Label Powerset (LP) 88, Ensem-

ble of Pruned Sets (EPS) 95, Calibrated Label Rank-

ing (CLR) 96, RAndom k-labELsets (RAkEL) 89,

and Ensemble of Classifier Chains (ECC) 97. Re-

garding algorithm adaptation methods, which adapt

a single-label algorithm in order to deal directly

with multi-label data, the following algorithms were

employed: AdaBoost.MH 93, Multi-label k-nearest

neighbour (ML-kNN), Instance Based Learning by

Logistic Regression (IBLR) 98, and Backpropaga-

tion for Multilabel Learning (BP-MLL) 15.

Regarding the algorithms setup, BR, LP and

CLR transformations were run with the classical J48

as a base algorithm. RAkEL was run with its de-

fault parameter configuration, consisting in an LP

with the J48 algorithm as base classifier, a subset

size of 3, a number of models equal to twice the

number of labels and 0.5 as threshold value. BP-

MLL was run with a 0.05 learning rate, 100 epochs

and the number of hidden units equal to 20% of the

input units, the configuration recommended in 15.

The number of neighbors in ML-kNN was set to

10 and the smoothing factor to 1 as recommended

in 99. As for IBLR, this used 10 nearest neighbors as

recommended by the authors in 98. AdaBoost.MH

used the default configuration established in MU-

LAN without parameters. ECC also used the default

configuration with J48 as base classifier, 10 models,

using confidences and sampling with replacement.

Finally, EPS used the default MULAN’s configura-

tion, consisting of 10 models in the ensemble, strat-

egy A (keeping the top b=2 ranked subsets), 66%

‡MULAN library for multi-label learning can be reached at http://mulan.sourceforge.net/
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Table 9: Multi-label classification results
MEASURE MLkNN IBLR BPMLL AB.MH RAkEL BRJ48 LPJ48 CLR EPS ECC

Macro F-measure 0.6313 0.6063 0.6266 0.6594 0.6469 0.6469 0.6734 0.6563 0.6922 0.6750

Example based F-measure 0.7227 0.6718 0.6451 0.7789 0.7226 0.7226 0.7471 0.7362 0.7801 0.7485

Macro precision 0.6313 0.6063 0.6266 0.6594 0.6469 0.6469 0.6734 0.6563 0.6922 0.6750

Example based precision 0.6934 0.7089 0.6289 0.6558 0.7211 0.7211 0.7351 0.7198 0.7142 0.7305

Macro recall 0.6313 0.6063 0.6266 0.6594 0.6469 0.6469 0.6734 0.6563 0.6922 0.6750

Example based recall 0.7736 0.6601 0.7015 0.9775 0.7434 0.7434 0.7818 0.7756 0.8785 0.7864

Macro specificity 0.6313 0.6063 0.6266 0.6594 0.6469 0.6469 0.6734 0.6563 0.6922 0.6750

Example based specificity 0.3935 0.5363 0.4839 0.1033 0.4726 0.4726 0.4617 0.4469 0.3522 0.4795

Hamming loss 0.3687 0.3938 0.3734 0.3406 0.3531 0.3531 0.3266 0.3438 0.3078 0.3250

Coverage 17.3125 17.9063 16.5313 17.5000 17.9688 17.9688 17.0313 17.2500 16.8125 17.2813

Error set size 31.7188 33.9688 27.8125 37.1875 31.7813 31.7813 28.5938 29.5313 28.6250 28.2188

Ranking loss 0.3532 0.3675 0.2991 0.4227 0.3612 0.3612 0.3225 0.3349 0.3346 0.3245

Iman&Davenport Ranking 7.25 8.5833 6.5833 5.75 6.5417 6.5417 3.0833 5.0833 2.75 2.8333

of data to sample (original paper used 63%), J48, a

threshold of 0.5 and pruning labelsets that occurred

less than p=3 times.

5. Results and discussion

This section presents and interprets the results ob-

tained in the experimental study. It is divided into

two different parts: the first one compares the re-

sults obtained by the different multi-label algorithms

for making the predictions, while the second one

presents a comparison between the framework pro-

posed in this paper and another meta-learning frame-

work not founded on the use of multi-label learning.

5.1. Comparison of multi-label classifiers

The results of the experimental study are shown in

Table 9, where there is a row for the average results

of each measure obtained by the multi-label algo-

rithms. Values in bold indicate the algorithm that

attains the best result for a specific measure. Note

that, regarding the last four measures, the lower their

value the better the performance of the classifier.

To analyze these results statistically, we pro-

ceeded by carrying out the Iman&Davenport

multiple-comparison non-parametric test 55, com-

paring the average ranking obtained by the 10 al-

gorithms over the 12 measures studied. The last

row of Table 9 shows the ranking calculated for

each multi-label algorithm. As can be observed,

the lowest value corresponds to the EPS algorithm

and, therefore, we can assert that this algorithm

presents the best performance. In any case, further

analysis should be carried out to find out whether

the algorithms present significant differences in per-

formance among themselves. For this purpose, it

is necessary to check whether the test rejects the

hypothesis of equivalence of means, i.e., if the

computed value for the Iman&Davenport statistic

for average results distributed according to the F-

distribution does not belong to the critical interval

at a given significance level. Assuming the α =
0.1 significance level, the critical interval of the F-

distribution is C0 = [0,(FF)0.1,9,99 = 0,1.696]. The

value of the statistic is 8.798, which exceeds the up-

per limit of the interval. Hence, there exist signifi-

cant differences.

Specific differences can be detected by apply-

ing the Bonferroni-Dunn post-hoc statistical proce-

dure. The critical difference of Bonferroni-Dunn

considering the same level of significance α = 0.1
is equal to 3.138. At this significance level, EPS ob-

tains statistically better results than RAkEL, BRJ48,

BPMLL, MLkNN and IBLR algorithms.

5.2. Comparison with the nearest-neighbor
version

This section compares the framework proposed in

this paper with a previous one 28. As a result of the
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offline phase, the previous framework did not ac-

tually consider the creation of a meta-data set, but

kept the meta-features and the algorithms ranking

per data set separated. Then, in the online phase,

to make a recommendation for a new data set, its

meta-features were first extracted. Secondly, a near-

est neighbor approach was used to find the closest

data set in the repository to the new one, compar-

ing its meta-features against those extracted from the

Moodle data sets in the offline phase. And, finally,

the subset of recommended algorithms for the new

data set corresponded to those previously obtained

for its nearest neighbor.

Since the previous approach recommended the

set of algorithms of the nearest data set given a test

instance, the information retrieval precision, recall

and F-measure metrics were used. To carry out a

fair comparison, then, we have restricted the study

to these example-based measures. More specifically,

we focused on the results obtained by the multi-label

algorithms for these metrics, starting with the EPS

algorithm, since it attains the highest performance,

as proved in Section 5.1. We have also considered

the results of the algorithm with the lowest rank-

ing which does not present significant differences

with EPS, which was the AdaBoost.MH algorithm.

Moreover, we are interested in comparing the results

of the multi-label approach considering the multi-

label classifier which has the poorest performance,

and hence we also show the results of the IBLR al-

gorithm.

Figure 2 shows the notched boxplots obtained by

the multi-label meta-learning framework, using ei-

ther the EPS algorithm to extract the classifier, the

AdaBoost.MH, or the IBLR algorithm, against those

of the nearest-neighbor model. To assist in judging

differences between sample medians, a notch can be

used to show the 95% confidence interval for the me-

dian, given by m±1.58× IQR/
√

n 100.

As can be seen in Figure 2(a), the mean-value for

the F-measure following the multi-label approach

is considerably higher than that of the nearest-

neighbor one. There are actually significant differ-

ences between the medians in the case of EPS and

AB.MH algorithms, since the notches do not over-

lap. Moreover, even using IBLR to extract the clas-

sifier, which is the multi-label algorithm that per-

formed most poorly, the result for this metric is bet-

ter than using the nearest-neighbor approach.

As regards the precision metric, the mean is also

higher in the multi-label approach, except for the

AdaBoost.MH algorithm, as shown in Figure 2(b).

Finally, focusing on recall results of Figure 2(c),

the medians for the multi-label approach using both

EPS and AdaBoost.MH algorithms as classifiers

seem to differ significantly, because their notches

do not overlap with the notch of the nearest neigh-

bor approach. Moreover, using the IBLR algorithm

for extracting the classifier, these results also outper-

form those of the nearest neighbor methodology.

6. Concluding remarks

This paper proposed a multi-label meta-learning

framework for classification algorithm recommen-

dation in EDM. Roughly speaking, this framework

makes use of MLL to generate a data set of meta-

knowledge from a repository of single-label educa-

tional data sets. A multi-label classifier can then be

trained from the data set generated, and then applied

to new unseen data sets to recommend the best algo-

rithms for them.

One of the contributions of this work is the way

MLL is considered a principal component of the

meta-learning framework. In addition, results ob-

tained on a thorough experimental study using a

repository of Moodle data sets proved the suitability

of this framework. Actually, regardless of the multi-

label algorithm employed for inducing the classifier,

the new framework always outperforms a nearest-

neighbour-based approach, which did not make use

of MLL.

Educators could take greater advantage of this

work if specific educational DM tools consider the

inclusion of this framework, allowing them to apply

it directly over their own repository of educational

data sets.

Testing the effectiveness of the proposed frame-

work with other types of educational data sets from

environments such as intelligent tutoring systems,

adaptive and hypermedia systems or massive open

online courses would make for interesting future re-
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search. This would mean that results could be gen-

eralized to other domains than just learning manage-

ment systems. In this sense, it could be interesting to

consider including other domain specific measures

to be extracted as meta-features.
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