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Abstract

Incremental Attribute Learning (IAL) is a feasible approach for solving high-dimensional pattern recognition 
problems. It gradually trains features one by one. Previous research indicated that supervised machine learning with 
input attribute ordering can improve classification results. Moreover, input space partitioning can also effectively 
reduce the interference among features. This study proposed IAL based on Grouped Feature Ordering, which fused 
feature partitioning with feature ordering. The experimental results show that this approach is not only applicable 
for pattern classification improvement, but also efficient to reduce interference among features.

Keywords: Incremental Attribute Learning; Feature Ordering; Feature Grouping; Neural Networks; Pattern 
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1. Introduction

High-dimensional problems are typically cursed with
dimensional disasters in problem solving. To solve these
problems, some dimensional reduction strategies like 
feature selection and feature extraction have been 
presented1, 2. However, these methods are invalid when 
the problem has a large number of features and all the 
features are significant. Thus feature reduction is not the 
ultimate solution to high dimensional problems. 

A useful strategy for solving high-dimensional 
problems is “divide-and-conquer”, where a complex 
problem is firstly separated into some smaller modules 
by features. These modules will be integrated after they 
have been tackled independently. A representative of 
such methods is Incremental Attribute Learning (IAL), 
which incrementally trains pattern features in one or 
more size. It has been shown as an applicable approach 
for solving machine learning problems in regression and 
classification using Genetic Algorithm (GA) 3, 4, Neural 
Network (NN) 5, 6, Support Vector Machine (SVM) 7,
Particle Swarm Optimization (PSO) 8, Decision Tree 9,
and so on. These previous studies also showed that IAL 
can exhibit better performance than conventional 
methods which often train all pattern features in one 
batch. IAL can outperform conventional methods, 
because IAL can reduce the interference brought by 
different input features10. If features are trained together 
by conventional methods in one batch, the interference 
between each other cannot be erased.

There are two different ways to reduce interference 
in IAL. One is Feature Ordering6, 11-13, and the other is 
Feature Partition10, 14, 15. In previous studies, these two 
methods have been successively and independently
verified as useful IAL preprocessing methods for final 
result improvement. However, what kind of influence 
will be brought by the integration of feature ordering 
and partition is still unknown. In previous research, few 
studies have been implemented to employ Feature 
Ordering and Feature Partition together in IAL. Thus in 
this study, it is very important to investigate whether 
they are applicable to improve the final classification 
performance.

In this paper, a new feature preprocessing method 
for IAL called as Grouped Feature Ordering is presented
based on Accumulative Discriminability (AD), a metric 
for feature's discriminative ability calculation. This 
approach combines feature ordering and partition. 
Based on the grouped features partitioned and sorted by 
this approach, all the data will be trained by IAL 
algorithms. As a neural network algorithm of IAL, 

incremental neural network training with an increasing 
input dimension (ITID) 6 is employed to test the 
applicability and accuracy of this new approach. 
Literature review and background knowledge of IAL 
and its preprocessing will be introduced in Section 2.
Section 3 will introduce Grouped Feature Ordering
including its working model. Benchmarks with datasets 
from UCI will be tested out in Section 4 followed by 
some experimental result analysis, and conclusions will 
be drawn in the last section.

2. Literature Review and Previous Work

2.1. IAL

A number of previous studies have shown that IAL 
often exhibits better performance than other 
conventional machine learning techniques that train data 
in one batch. For example, based on datasets from 
University of California at Irvine (UCI) Machine 
Learning Repository, Guan et al. employed IAL to solve 
several classification and regression problems by NN 5, 6, 

10-13, 16-19, PSO 8 and GA 3, 4. Almost all of their results 
using IAL were better than those derived from 
traditional methods. For instance, based on Incremental 
Learning in terms of Input Attributes (ILIA) 5 and 
ITID11, two IAL algorithms, final classification errors 
obtained by incremental neural networks for input 
feature learning of Diabetes, Thyroid and Glass datasets 
reduced by 8.2%, 14.6% and 12.6%, respectively 6, 11.
Furthermore, based on OIGA, the testing error rates 
derived by incremental genetic algorithms of Yeast, 
Glass and Wine declined by 25.9%, 19.4% and 10.8% 3,
respectively, in classification. Further, Ang et al.
proposed interference-less networks in his paper. He 
divided features into several groups without interference 
in the same group. Such an approach led to more 
acceptable results from the experiments 10.

Moreover, other researchers also confirmed that IAL 
is applicable to improve final pattern recognition results. 
For example, Chao et al. used a decision tree to 
implement IAL, and presented Intelligent, Incremental 
and Interactive Learning (i+Learning) and i+Learning 
regarding attributes (i+LRA) in their paper 9. These 
algorithms were employed to run in 16 different datasets 
supplied by UCI. The results indicated that the 
algorithms based on IAL performed better than ITI in 
14 of the 16 datasets. Furthermore, Agrawal and Bala 
presented an incremental Bayesian classification 
approach for multivariate normal distribution data. In 
their experiments, features are imported one by one into 
Bayesian classifier. Their experimental results also 
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demonstrates that feature-based incremental Bayesian 
classifier is computationally efficient over batch 
Bayesian classifier in terms of time, although both of
the results derived by these two methods are equivalent 
20. In addition, successful research on incremental SVM 
extended IAL to a wider application field7. All of these 
previous IAL studies showed that IAL can indeed 
improve the performance of pattern recognition. These 
studies denoted that different feature orderings can 
produce different pattern recognition results. Feature
Ordering is a unique preprocessing step of IAL.

2.2. Neural IAL

In previous studies, ITID plays an important role in the 
training of neural IAL. It is applicable for both 
classification and regression. When ITID is employed, it 
divides the whole input space into several sub 
dimensions, each of which corresponds to an input 
feature. Instead of learning input features altogether as 
an input vector in a training instance, ITID learns input 
features one after another through their corresponding 
sub-networks, and the structure of NN gradually grows 
with an increasing input dimension based on ILIA 5.
During training, information obtained by a new sub-
network is merged together with the information 
obtained by the old network. Such architecture is based 
on ILIA1. After training, if the outputs of NN are 
collapsed with an additional network sitting on the top 
where links to the collapsed output units and all the 
input units are built to collect more information from 
the inputs, this results in ILIA2 as shown in Fig. 1. 
Finally, a pruning technique is adopted to find out the 
appropriate network architecture. With less internal 
interference among input features, ITID achieves higher 
generalization accuracy than conventional methods 6.

Fig. 1.  The network structure of ITID

2.3. IAL Feature Ordering

Due to the fact that IAL incrementally imports features 
into systems, it is necessary to know which features
should be introduced earlier. Thus feature ordering 
should be implemented as an independent preprocess 
apart from conventional preprocessing tasks like feature 
selection and feature extraction21. Feature Ordering aims 
to sort features based on feature's discriminative ability, 
so that when IAL is employed, features can be imported 
according to the ordering. Previous studies discovered 
that feature ordering relies on feature’s discriminative 
ability. There are two approaches of feature ordering: 
contribution-based feature ranking6, 11, 12 and metric-
based feature ranking21-26. Both approaches can exhibit 
better performance than the conventional batch-training 
approach. 

More specially, contribution-based methods focus 
on estimating each feature's individual contribution, 
where discriminative ability of each feature is calculated 
by some predictive algorithms like NN 6, 11, 12 and GA 4.
However, such an approach is time-consuming. In 
another hand, metric-based methods predict each 
feature's discriminative ability by some measurement 
such as mRMR 25 and correlations 22. Comparing with 
contribution-based methods, metric-based methods are 
more efficient.

In previous research, several metrics for feature 
ordering have been discovered, such as mRMR 25, 27,
Entropy 23, Single Discriminability (SD) 21, Evolving 
Linear Discriminant 24 and Fisher Score 26. Furthermore, 
based on the accumulative feature discrimination ability, 
the Evolving Linear Discriminant exhibits the most 
stable performance. 

2.4. Maximum Mean Discriminative Criterion

Maximum Mean Discriminative Criterion (MMDC)24 is 
very useful to judge whether an IAL feature ordering is 
optimum or not. According to this criterion, an optimum 
feature ordering should have the greatest feature 
discrimination ability all the time when features are 
successively imported into IAL training system.
Namely, when the feature space is growing along with 
the import of new features, pattern distribution in this 
growing feature space should always have the greatest 
discrimination ability. For this purpose, AD was 
developed based on some single feature discrimination 
ability metrics, like mRMR 25, 27, Entropy 23, and SD 21.
These single feature discrimination ability metrics aim 
to measure a single feature's discrimination ability, for 
example, to find a hyperplane in a one-dimensional 
feature space for classification. However, AD is quite 
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different. It aims to measure the discrimination ability 
of a multi-dimensional space consisted by more than 
one features. Namely, AD aims to find a hyperplane in a 
multi-dimensional feature space for classification. 
Specially, in one-dimensional feature space, the value of 
AD equals to that of SD for the same feature. 
Obviously, if there are n features existing in the 
classification problem, they will bring n different AD 
values along with the increase of feature importing. 

Assuming that the discrimination ability of a feature 
or a feature space is a predictive symbol for final 
classification rates, namely, greater discrimination
ability refers to lower classification error rates, it is 
necessary to ensure that pattern datasets should always 
have the greatest discrimination ability in every feature 
importing step. Thus according to MMDC, the feature 
with the largest AD should be selected as the first 
feature. Then the second feature will be selected. In this 
selection, it is necessary to make sure that the new 
feature selected from those remaining features except 
the first feature have the largest AD in the feature space 
consisted by itself and the first feature. Further, in the 
next steps, it is also necessary to guarantee that the 
newly imported feature can make the growing feature 
space have the largest AD with all previously imported 
features. In this way, feature ordering with the largest 
AD all the time can guarantee that different classes can 
be separated in the easiest way. 

Therefore, with the aim for optimum classification 
results, each intermediate step will produce an optimal
feature with the greatest discrimination ability for each 
round of feature importing. Obviously, after all features 
are imported, the resulting feature ordering will have the 
largest sum or mean of accumulative feature 
discrimination ability calculated in each step of the 
process. Here, AD and MMDC are employed to obtain
the optimum feature ordering can be given with
maximum discrimination ability mean by

(1)

where is the feature subset of during 
the feature importing process. The mean with a greater 
value indicates that the corresponding feature ordering 
has greater discrimination ability than the others. Hence, 
MMDC is able to select the optimum feature ordering.

In Eq.(1), AD is the ratio in d-feature space between 
the multi-dimensional standard deviation of all class 
centers and the sum of all multi-dimensional standard 
deviations of all patterns in each class.

If is the pool of input features,
, when the dth(1 d m)

feature is imported, AD is

(2)

where is the centroid of vector with 
patterns belonging to j.

Therefore, the results of Eq.(2) are calculated on the 
run when new features are gradually imported into 
training. To obtain better classification results, it is 
necessary to ensure the result of Eq.(2) is the maximum 
in every step of feature importing. Here, std denotes the 
standard deviation in multi-dimensional space, which is 
derived by the standard deviation and Euclidean norm.

Let x be the vector for standard deviation calculation, 
the standard deviation of x is

(3)

where the vector , xk is the value of kth

pattern, and r is the total number of patterns. Obviously, 
in Eq.(3), the component is a distance between 
kth pattern and its mean. Thus, let dist replace this part, 
then Eq.(4) can be re-written as:

(4)

where denotes the distance of kth pattern in x
and its mean . If is the Euclidean norm of d-
dimensional feature space, Eq.(4) can be given in a 
high-dimensional style by: 

(5)

where is the centroid of x, and

(6)

Here d is the total number of features imported so far. 
Therefore, to calculate the standard deviation of r
patterns in two dimensions, Eq.(5) can be written as 

(7)

and for a tri-dimensional space, the equation is
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(8)

Accordingly, multi-dimensional standard deviation used 
in Eq.(2) of r patterns in an m-dimensional space is 

(9)

3. Grouped Feature Ordering

In previous batch training studies, interference among 
features is regarded as one of the main reasons of high 
error rates. It is very difficult to reduce error rates in 
pattern recognition. Ang et al. employed input space 
partitioning to get rid of the interference among input 
features 10, 14, which showed that assembling features 
with less interference in one group can decrease pattern 
recognition error rates. Similarly, IAL gradually and 
individually trains features one after another according 
to the feature ordering, which also can be treated as a 
feature separating process in training. Thus both feature 
ordering and feature grouping are able to reduce 
interference and produce lower error rates. Hence if
feature ordering and feature grouping are employed 
together, it is likely to produce better results than each 
individual approach. 

In this research, feature grouping is carried out 
together with feature ordering, in order to simplify the 
calculation. In previous research, feature grouping
depends on calculating all feature's single and pairwise 
contribution, which is too complex and time-consuming 
to handle for large-scale problems. In the integrated
process of feature grouping and ordering, all feature's 
contributions are not detected in pairs. Based on the 
obtained ordering, only features in the neighboring
place will be considered whether it is necessary to be 
put in one group and be trained by batch in this group. It 
is manifest that such a process is much more efficient. 
The steps of Grouped Feature Ordering process is show 
as follows with Figure 2. 
Step 1: Feature Ordering based on training dataset is 
calculated according to MMDC and AD.
Step 2: Training dataset is employed, and features are 
introduced into the predictive systems one by one. 
Training error rates of each importing step are obtained.
Step 3: Training Repetition. If the error rate derived by 
the later step is equal to or greater than that in the 
previous step, then the later one should be grouped with 
the previous features, and they will be trained again in 

one batch for the prediction; otherwise, the later one 
should be solely imported and trained again.
Step 4: Validation and Testing.

Fig.2. Whole Process of Grouped Feature Ordering

4. Benchmarks

The proposed IAL method with Grouped Feature 
Ordering using ITID was tested on six benchmarks from 
UCI machine learning datasets. They are Diabetes, 
Glass, Thyroid, Ionosphere, Musk1, and Semeion. All 
these six datasets are classification problems. In these 
experiments, all the patterns were randomly divided into 
three groups: training set (50%), validation set (25%) 
and testing set (25%). Especially, the training data were 
firstly used to rank feature ordering and sort with groups
based on AD in the first place as a preprocessing task. 
After that, ILIA2 was employed for classification 
according to this feature ordering in the following steps. 

Furthermore, to evaluate the performance, results are 
compared with those derived by AD feature ordering, 
contribution-based ordering, original orderings, and 
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conventional batch training. Different from the first 
three approaches which are based on IAL, the last 
approach employed neural networks and trained all the 
features in one batch. More specifically, the first 
approach employed the feature ordering method based 
on AD to sort features according to their discrimination 
ability in descending order, and then it was trained by 
ITID. The second approach also trained by ITID after it 
sorted all features by their single classification 
contributions which were derived by each single 
training and testing before the formal training. The third 
approach did not sort features, it trains all features 
directly based on IAL, while the last approach was not 
an IAL approach, which was a traditional neural 
network training approach.

4.1. Diabetes

Figure 3 shows error rates derived in each step of 
training for Diabetes. In the testing, if the error rate 
derived by the later step is equal to or greater than that 
in the previous step, then the later imported feature
should be grouped with the previous features, and they 
will be trained again in one batch for the prediction; 
otherwise, the later imported feature should be solely 
introduced into the predictive system and trained again.

Fig.3. Error Rates in Training Repetition of Diabetes

Table 1 presents the classification error rates of 
different experiments using Diabetes dataset and the 
improvement percentages versus the conventional 
batch-training method. It is manifest that the approach 
using grouped feature ordering derived by AD achieved 
the best result with the lowest classification error as 
well as the IAL approach with the contribution-based 
feature ordering. Other approaches are not as good as 
these two approaches, and the conventional batch-
training approach exhibited the worst performance.

4.2. Glass

In the benchmark of Glass, Figure 4 shows error rates 
derived in each step of training of Glass according to 
AD feature ordering. Features which got higher error 
rates than its previous features were trained together 
with the previous one in one group. The grouped feature 
ordering and its classification results are shown in Table 
2. According to this table, the approach with grouped 
feature ordering based on AD and the approach using
AD feature ordering without groups obtained the same 
lowest error rates (29.24530%). Classification results of
other approaches are much worse than those derived 
from the AD-based approaches.

Fig.4. Error Rates in Training Repetition of Glass

4.3. Thyroid

The performance of Thyroid in training repetition is 
shown in Figure 5, where four feature groups were 
obtained at last. They were trained with other single 
features according to AD feature ordering. The results 
of classification are shown in Table 3. Two AD-based 
feature ordering approaches outperformed others with 
the lowest error rate of 1.21667%.

Fig.5. Error Rates in Training Repetition of Thyroid
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4.4. Ionosphere

Figure 6 and Table 4 present the process and results of 
Ionosphere. In these experiments, compared with the 
conventional batch-training approach, the approach with 
feature partitions based on AD feature ordering got the 
greatest improvement, where the error rate is 4.88636%.

Fig.6. Error Rates in Training Repetition of Ionosphere

4.5. Musk1

Musk 1 is the first Musk dataset in UCI benchmarks.
The error rates derived in training repetition are shown 
in Figure 7. Table 5 illustrates the final classification 
results derived by different approaches, where the 
proposed feature grouped AD feature ordering approach 
outperformed other approaches, and obtained the lowest 
classification error rate in 22.2689%.

Fig.7. Error Rates in Training Repetition of Musk1

Table 1. Results of Diabetes

Approach Grouped Ordering Classification Error (%) Improvement (%)

1 Grouped Ordering based on AD 2-(6-7)-8-(5-4)-(1-3) 22.03125 7.94
2 AD 2-6-7-8-5-4-1-3 22.60416 5.55
3 Contribution-based 2-8-1-5-7-4-3-6 22.03125 7.94
4 Original Ordering 1-2-3-4-5-6-7-8 23.80209 0.54
5 Conventional Method No Feature Ordering 23.93229 0.00

Table 2. Results of Glass

Approach Grouped Ordering Classification Error (%) Improvement (%)

1 Grouped Ordering based on AD 3-(8-2)-4-6-7-(1-5-9) 29.24530 29.06
2 AD 3-8-2-4-6-7-1-5-9 29.24530 29.06
3 Contribution-based 4-2-8-3-6-9-1-7-5 33.11322 19.68
4 Original Ordering 1-2-3-4-5-6-7-8-9 36.03775 12.59
5 Conventional Method No Feature Ordering 41.22641 0.00

Table 3. Results of Thyroid

Approach Grouped Ordering Classification Error (%) Improvement (%)

1 Grouped Ordering based on AD (21-18-19-15-20)-17-13-(7-12-5-4)-8-(3-9-16-6-14)-(1-11-10)-2 1.21667 34.72
2 AD 21-18-19-15-20-17-13-7-12-5-4-8-3-9-16-6-14-1-11-10-2 1.21667 34.72
3 Contribution-based 17-21-19-18-1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16-20 1.72222 7.60
4 Original Ordering 1-2-3-4-5-6-7-8-9-10-11-12-13-14-15-16-17-18-19-20-21 1.59167 14.60
5 Conventional Method No Feature Ordering 1.86389 0.00
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Table 4. Results of Ionosphere

Approach Grouped Ordering Classification Error (%) Improvement (%)

1 Grouped Ordering based on AD
(1-2)-5-(3-7-23-9-29-15-31-13-21-25-11-16)-(8-33-4-6-17-19-27-
14)-(10-22-12-34-24)-(18-32)-(26-20)-(28-30)

4.88636 46.25

2 AD
1-2-5-3-7-23-9-29-15-31-13-21-25-11-16-8-33-4-6-17-19-27-14-
10-22-12-34-24-18-32-26-20-28-30

5.73864 36.88

3 Contribution-based
5-3-33-14-7-6-1-28-27-22-24-32-4-15-20-8-9-31-18-30-26-16-
34-25-10-29-12-17-21-11-2-19-23-13

5.28409 41.87

4 Original Ordering 1-2-...-34 5.34091 41.25

5 Conventional Method No Feature Ordering 9.09091 0.00

Table 5. Results of Musk1

Approach Grouped Ordering Classification Error (%) Improvement (%)

1

Grouped 
Ordering
based on
AD

1-(66-165)-116-(129-164-76-5-147-94-37-63-132-67-43-145)-140-(13-126)-97-
141-16-(56-22-95-124-83-82)-(133-157-26-51-36)-(127-86)-(50-52)-(48-108-162)-
10-(21-144-18-7-166)-53-(134-9-31-163-102-107-92-143-49)-139-(25-118-81-28-
20-24-146-98-77-73-122-119-114-54-158-112-135-55-131-160-34-72-47-12-154-
19-121-113-100-117-60-99-68-57-136-46-33-42-23-29-59-74-89-151-70-79-110-8-
88-106-45-148-142-111-75-14-3-38-96-109-78-39-105-17-11-30-115-128-149-71-
15-155-6-85-103-35-40-153-58-41-123-65-138-87-44-152-61-80-156-104-137-
150-84-27-4-91-130-101-161-120-93-2-69-125-62-159-32-90-64)

22.2689 7.67

2 AD

1-66-165-116-129-164-76-5-147-94-37-63-132-67-43-145-140-13-126-97-141-16-
56-22-95-124-83-82-133-157-26-51-36-127-86-50-52-48-108-162-10-21-144-18-7-
166-53-134-9-31-163-102-107-92-143-49-139-25-118-81-28-20-24-146-98-77-73-
122-119-114-54-158-112-135-55-131-160-34-72-47-12-154-19-121-113-100-117-
60-99-68-57-136-46-33-42-23-29-59-74-89-151-70-79-110-8-88-106-45-148-142-
111-75-14-3-38-96-109-78-39-105-17-11-30-115-128-149-71-15-155-6-85-103-35-
40-153-58-41-123-65-138-87-44-152-61-80-156-104-137-150-84-27-4-91-130-
101-161-120-93-2-69-125-62-159-32-90-64

25.88236 -7.32

3
Contribution-
based

116-140-141-10-94-83-21-50-129-112-43-13-23-51-133-60-12-127-79-49-19-114-
46-113-134-74-81-139-73-66-20-44-98-11-57-1-18-48-121-25-119-54-144-135-
117-103-17-39-115-85-143-100-106-24-137-56-8-7-69-53-158-111-153-128-2-3-4-
29-32-34-59-61-62-64-65-70-71-72-75-76-87-90-92-93-99-102-123-124-126-130-
132-136-138-148-149-152-155-156-157-159-161-162-163-89-91-84-30-41-96-154-
55-16-27-40-37-82-142-166-101-95-88-14-63-150-110-15-35-36-165-125-68-122-
52-58-38-47-33-120-105-151-118-22-131-80-28-31-107-104-6-77-9-42-108-26-45-
146-160-78-86-109-67-164-5-147-145-97

24.70588 -2.44

4
Original 
Ordering

1-2-...-166 22.68907 5.92

5
Conventional 
Method

No Feature Ordering 24.11764 0.00

4.6. Semeion

In the experiment of Semeion, Figure 8 shows the error 
rates of each training step based on AD feature ordering. 
Similar to previous experiments, features were 
partitioned into several groups. Classification results 
presented in Table 6 interpret that the approach with 

grouped AD feature ordering exhibited the best 
performance, where the classification error rate is 
12.5%. In addition, classification error rate derived by 
conventional batch-training approach is 13.32915%, 
which is the worst one.
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Table 6. Results of Semeion

Approach Grouped Ordering
Classification

Error(%)
Improvement

(%)

1

Grouped 
Ordering
based on
AD

112-96-162-178-146-128-111-95-79-161-(145-177)-(130-256-80)-127-194-63-1-(82-129)-(98-66-113-
163)-(9-47-114-193)-(64-8-81-179)-(93-97-65)-(144-10)-231-230-229-2-11-(77-195-62)-143-(3-232)-
(17-147)-78-(83-7-228-50)-99-233-(255-92-210-4)-(105-67)-191-(76-48)-(234-51-109)-152-175-84-103-
(108-46)-240-(192-94-159-91-174-18)-107-254-167-151-(136-104)-16-(6-12)-75-(5-135)-188-(150-207-
246-183-168-166)-(106-61)-121-(68-102)-149-(182-100-189-245)-227-(119-120-153-208-164-90-211)-
49-(247-115-184)-(59-31-101-165-209-110-131-235-89)-60-33-180-(137-190)-35-36-(187-241-32-45)-
69-(37-52-74-253-134)-(158-181-122)-(148-13)-(169-160-19)-(238-124)-58-(118-199-176-85-34-226)-
185-123-173-(53-15-248-125-237-154-196-212-224-236)-(22-204-186-239)-(23-170)-(138-198-206)-
(172-126)-88-155-(171-30-142-21-244-222-157)-(205-14-20-249-225)-(54-55-70-223-56-141-73)-(38-
139-140-203-57-242)-197-(200-156-71-86-252-41-116-87-44-24-221-243-117-133-220-40-251-202-42-
72-250-43-213-201-39-25-132-216-217-218-215-219-214-26-27-29-28)

12.5 6.22

2 AD

112-96-162-178-146-128-111-95-79-161-145-177-130-256-80-127-194-63-1-82-129-98-66-113-163-9-
47-114-193-64-8-81-179-93-97-65-144-10-231-230-229-2-11-77-195-62-143-3-232-17-147-78-83-7-
228-50-99-233-255-92-210-4-105-67-191-76-48-234-51-109-152-175-84-103-108-46-240-192-94-159-
91-174-18-107-254-167-151-136-104-16-6-12-75-5-135-188-150-207-246-183-168-166-106-61-121-68-
102-149-182-100-189-245-227-119-120-153-208-164-90-211-49-247-115-184-59-31-101-165-209-110-
131-235-89-60-33-180-137-190-35-36-187-241-32-45-69-37-52-74-253-134-158-181-122-148-13-169-
160-19-238-124-58-118-199-176-85-34-226-185-123-173-53-15-248-125-237-154-196-212-224-236-22-
204-186-239-23-170-138-198-206-172-126-88-155-171-30-142-21-244-222-157-205-14-20-249-225-54-
55-70-223-56-141-73-38-139-140-203-57-242-197-200-156-71-86-252-41-116-87-44-24-221-243-117-
133-220-40-251-202-42-72-250-43-213-201-39-25-132-216-217-218-215-219-214-26-27-29-28

12.83922 3.68

3
Contribution-
based

162-178-146-145-95-96-194-8-79-112-7-111-129-230-161-143-191-9-113-127-114-80-82-229-231-130-
6-63-179-109-207-98-177-193-128-22-37-52-67-106-110-121-157-10-36-78-108-122-228-195-47-211-4-
97-107-236-104-173-221-222-103-163-5-159-136-94-119-137-152-192-206-144-210-105-235-232-83-
62-92-141-153-180-247-237-171-93-189-12-246-11-14-46-115-118-151-154-156-172-238-248-15-77-
61-16-102-13-66-138-158-212-50-175-135-205-123-167-164-234-20-35-89-120-134-176-223-227-3-
147-181-174-31-45-68-142-188-131-48-21-169-170-203-51-29-30-34-38-165-208-168-60-23-245-124-
53-44-88-140-233-239-204-2-64-125-196-139-81-24-99-100-116-133-150-160-187-74-226-65-55-85-59-
148-126-166-87-183-69-249-91-190-209-90-76-220-70-185-26-40-84-186-218-219-182-75-244-19-184-
58-73-117-201-217-1-202-155-54-43-49-225-243-240-253-18-25-32-42-86-199-39-198-213-17-71-132-
56-216-250-215-254-33-214-41-57-101-27-200-224-197-251-149-252-242-28-241-255-72-256

12.95226 2.83

4
Original 
Ordering

1-2-...-256 13.00251 2.45

5
Conventional 
Method

No Feature Ordering 13.32915 0.00

Fig.8. Error Rates in Training Repetition of Semeion

4.7. Statistical Significance Testing

In this part, the Wilcoxon signed-rank test is adopted to 
assess whether the method of grouped ordering based on 
AD is better than the other four methods over the tested 
six datasets. The Wilcoxon signed-rand test is a non-
parametric pairwise comparison test with the 
assumption that the distribution of the difference scores 
is symmetric about the median.28 The lower-sided 
Wilcoxon test is performed with the null hypothesis that 
the median of the difference scores of the compared two 
variables is equal to zero, while the alternative 
hypothesis that the median is less than zero, where the 
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difference score is between the method of grouped 
ordering based on AD and the other tested method. The 
Wilcoxon T statistic test is used to check whether the 
null hypothesis can be refuted for the desired 
significance level. The threshold significance level is 
0.05. If the P-value of the Wilcoxon T statistic is smaller 
than 0.05, then the null hypothesis is rejected. The 
results of the Wilcoxon signed-rank test are given in 
Table 7, where the bold figures show the results which 
are not statistically significant at 5% confidence level.
The statistically insignificant results are caused by two 
reasons. One reason is due to the same mean error rate 
result achieved by the compared two approaches. The 
other reason can be explained by the negative effect by
small sample size problem, as the sample size in each 
approach is 20. Due to the small sample, the small 
difference in the different scores in mean classification
error is difficult to detect. Besides, a little change in the 
sample may have a big influence on the symmetric of 
the median, which then leads to a statistically
insignificant result. The limitation of small sample size 
problem could not be eliminated in this paper as it 
follows the sample size applied in the previous study of 
the compared approaches.
Hence, it can be summarized that, the Wilcoxon test 
results are consistent with the mean error rate results
within 95% confidence interval, with all the statistically 
insignificant results having been considered. Since the 
statistical significance testing results are supported by 
the metrics of mean error rate, and from the mean error 
rate result, the method of grouped ordering based on AD
has the lowest error rate among all the datasets, it shows
that the method of grouped ordering based on AD

outperformed the other methods with 95% level of 
confidence.

4.8. Analysis

According to Tables 1-7 and statistical testing, it is 
manifest that the proposed approach with grouped 
feature ordering based on AD obtained the lowest 
classification error rates and the most effective 
improvements comparing with those derived by some 
other approaches. Such a phenomenon indicates that 
grouping features can reduce the interference among 
input features, which is an important reason why 
grouped feature ordering can exhibit such a good 
performance. More specifically, Grouped Feature 
Ordering for IAL based on AD is applicable to reduce 
the classification error rates by 7.94%, 29.06%, 34.72%, 
46.25%, 7.67%, and 6.22% in Diabetes, Glass, Thyroid, 
Ionosphere, Musk1, and Semeion, respectively. 
However, non-grouping approaches based on AD and 
Contribution-based Feature Ordering cannot always 
improve classification results. For example, results 
derived by these two methods in Musk1 performed 
worse than that obtained by conventional batch training 
approach. Nonetheless, the improvement brought by the 
approach with original feature ordering is minor. Take 
Diabetes as an example, it only improve 0.54% in final 
classification error totally. Therefore, the proposed 
Grouped Feature Ordering approach is not only feasible 
for pattern classification improvement, but also stable in 
the performance. Such an approach also indicates that 
feature grouping with ordering is an efficient way to 
reduce interference among features, which is beneficial 
to enhance the accuracy of pattern classification.

Table 7. Results of Wilcoxon Signed Ranks Test

Compared pairwise Approaches Diabetes Glass Thyroid Ionosphere Musk1 Semeion

1 Grouped Ordering based on AD - AD 0.018 0.458 0.4715 0.005 0.01 0.099

2 Grouped Ordering based on AD -
Contribution-based Method 0.421 0.002 0 0.102 0.002 0.071

3 Grouped Ordering based on AD - Original 
Ordering - 0 0 0 0.116 0.452 0.057

4 Grouped Ordering based on AD - Conventional 
Method 0 0 0 0 0.092 0.029

5. Conclusions

IAL is a novel machine learning approach which 
gradually trains input attributes one by one. Previous 
research showed a number of unique preprocessing
approaches such as feature ordering and feature 

partition. These approaches have been employed in IAL 
to enhance the accuracy of final classification results. 
However, current approaches are too complex to be 
used in large-scale classification problems. In this study, 
Grouped Feature Ordering for IAL, which fused feature 
partition with feature ordering, is presented. With 
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Grouped Feature Ordering, it is unnecessary to detect 
whether a feature is redundant. Unlike previous work, 
features are not arranged in different groups by 
comparing features' contribution in pairs. Grouped 
Feature Ordering provides a simple and effective way to 
obtain acceptable classification results. Only 
neighboring features in descending order can be 
arranged in one group after the Feature Ordering is 
calculated. Experimental results showed that Grouped 
Feature Ordering approach can not only improve the 
classification performance, but also reduce interference 
among input features, which is beneficial for  accuracy 
enhancement in pattern classification.
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Appendix A. Definitions and Stopping Criteria 5

The error measure E used in the ILIA algorithms is the 
squared error percentage29, derived from the 
normalization of the mean squared error to reduce the 
dependency on the number of coefficients in the 
problem representation and on the range of output 
values used:

where and are the maximum and minimum 
values of output coefficients in the problem 
representation.

is the average error per pattern of the network 
over the training set, measured after epoch t. The value 

is the corresponding error on the validation set 
after epoch t and is used by the stopping criterion.
is the corresponding error on the test set; it is not known 
to the training algorithm but characterizes the quality of 
the network resulting from training.

The value is defined to be the lowest 
validation set error obtained in epochs up to epoch t:

The generalization loss 28 at epoch t is defined as the 
relative increase of the validation error over the 
minimum so far (in percentage):

A high generalization loss is one candidate reason to 
stop training because it directly indicates overfitting. 

To formalize the notion of training progress, a 
training strip of length k 29 is defined to be a sequence 
of k epochs numbered ... where is 
divisible by . The training progress measured after a 
training strip is:

It is used to measure how much larger the average 
training error is than the minimum training error during 
the training strip. 

During the process of growing and training sub-
networks, heuristic overall stopping criteria are adopted 
as the following: OR (Reduction of training 
set error due to the last new hidden unit is less than 
0.01% AND Validation set error increased due to the 
last new hidden unit). The first part ( ) means 
that the optimal validation set error is below the 
threshold and the result has been acceptable. The other 
part means the last insertion of a hidden unit resulted in 
hardly any progress. The criteria for adding a new 
hidden unit are as follows: At least 25 epochs reached 
for the current network AND (Generalization loss 

>5 OR Training progress <0.1). The first 
part means that the current network should be trained 
for at least a certain number of epochs before a new 
hidden unit is installed because the error curves will be 
turbulent in the beginning. The second part means that 
the current network has been overfit or training has little 
progress. 

In addition, in order to minimize the cost function, 
the RPROP algorithm 30 is adopted. The parameters are 
set as: , , , ,

, with in ITID weights from –0.25 ... 0.25 
randomly.
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