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Abstract

This paper addresses the workload balancing problem in identical parallel machines context. The problem
consists of assigning n different jobs to m identical parallel machines in order to minimize the workload
imbalance among the different machines. This problem is formulated as a linear mixed integer program
to minimize the difference between the greatest and smallest workload assigned to each machine. Based
on some numerical examples reported in the literature, we establish that the classical formulation which
consists of minimizing the greatest machine completion time does not provide the optimal workload
repartition. That is why we consider a new mathematical formulation based on the minimization of the
difference between the workload of the bottleneck machine and the workload of the fastest machine. The
proposed programming method is also used to provide optimal solutions in reasonable computational
times for different test problems presented in the literature by Raghavendra and Murthy 10 to test their
genetic algorithm.
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1. Introduction

Parallel manufacturing structure is one of the so-
lutions of increasing the processing capacity of a
manufacturing system. Generally, in parallel ma-
chine scheduling two decisions are taken at once.
The first one is to determine the assignment of jobs
to the machines and the second one is sequencing
of the jobs assigned to each machine in order to op-
timize different objective functions. One of these
objective functions is the workload imbalance mini-
mization which can be defined as assigning available

workload among different machines as equally as
possible. Workload balancing is important for both
service and manufacturing industries. In service
industry, human resources should have a balanced
workload in order to be equitable and provide a qual-
ity service. The aim of a manager is to assign jobs to
each worker in such a way that their workloads are
as similar as possible. In manufacturing industry,
balancing the workload among the machines is im-
portant to reduce the idle times and work-in-process
8. It helps also to remove bottlenecks in manufac-
turing systems 13.
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Rajakumar et al. 13 addressed the workload bal-
ancing problem using different priority rules such
as: random, shortest processing times and longest
processing times. The authors used the relative dif-
ference of imbalance to evaluate the performances
of these different strategies. In their next publica-
tion 14, the authors proposed a genetic algorithm
that outperforms these different strategies. Based
on these classical priority rules, Raghavendra and
Murthy 9 made an effort to reduce the imbalance
in random type of parallel machines addressing the
loading problem in flexible manufacturing system.
Later, Raghavendra et al. 12 proposed a genetic algo-
rithm based approach with SPT and LPT rules for re-
ducing the imbalance between the parallel machines.
The authors have concluded that their genetic algo-
rithm provides better solutions than the strategies
proposed in the first paper 9. Raghavendra et al. 11

applied this genetic algorithm in a case study for ten
different part styles with different batch quantity on
two vertical machining centers. The same genetic
based heuristics algorithm was compared with other
approximate approaches proposed in the literature.
Indeed, Raghavendra et al. 10 presented a compara-
tive study among different test examples to illustrate
the efficiency of their algorithm. The authors have
shown that their algorithm outperforms the different
heuristics proposed by Heinrich 2 and the genetic
and simulated annealing algorithms proposed by
Liu and Wu 5. Caragiannis 1 presented an improved
upper bound for the greedy algorithm to minimize
the Lp norm of the machine loads for the problem of
scheduling permanent jobs on unrelated machines.
As mentioned above, workload balancing problem
is present in different environments. For example
Moon et al. 7 considered this problem with several
operators in semi-automatic parallel machine shop
with two types of machines. There objective was
to assign the jobs to the machines and allocate the
machines to operators in such way to minimize the
operators workload imbalance under the constraint
of machine availability and operator times. The
authors have proposed a non linear mathematical
formulation of this problem.

In the literature, the workload balancing prob-
lem has been associated with different scheduling
criteria in different ways, even by considering the
workload imbalance as a constraint or as an objec-
tive. As examples, Ouazene et al. 8 addressed the
identical parallel machine scheduling problem to
minimize simultaneously total tardiness and work-
load imbalance. The authors proposed a mathemati-
cal formulation and a genetic algorithm based on the
aggregation of the two objective functions. Yildirim
et al. 15 have studied the scheduling of semi-related
machines with sequence dependent setups and load
balancing constraints. The authors proposed a math-
ematical formulation of the problem and an approx-
imate resolution based on some heuristics and a
genetic algorithm. Recently, Keskinturk et al. 4

presented a non linear mathematical model for a
parallel machine problem with sequence-dependent
setups with the objective of minimizing the total
relative imbalance. The authors proposed two meta-
heuristic methods for the approached resolution of
the problem. The two metaheuristics consist of an
ant colony optimization algorithm and a genetic
algorithm. Based on various randomly generated
tests, the authors have concluded that the ant colony
algorithm outperforms both heuristics and genetic
algorithm.

The remainder of this paper is organized as fol-
lows: section 2 details the mathematical formulation
of the problem considered. The different notations
and decision variables are described. Also, the clas-
sical list-scheduling algorithm usually used in work-
load balancing on parallel machines problem is ex-
plained. Section 3 presents the comparative study
based on different test examples reported in the liter-
ature. Finally, section 4 summarizes the contribution
of this paper and gives some perspectives for future
possible extensions.

2. Problem formulation

The problem considered in this paper can be for-
mally described as follows: a set of N independent
jobs {J1,J2, ...,JN} are scheduled on M identical par-
allel machines. We assume that each job J j has a

Co-published by Atlantis Press and Taylor & Francis 
Copyright: the authors 

59



Workload balancing in identical parallel machine scheduling using a mathematical programming method

deterministic processing time p j. The jobs may be
assigned to any one of the machines. A machine can
process only one job at once and no preemption is
allowed. All jobs are available at time zero.
Based on these assumptions and the following nota-
tions, the problem is formulated as a mixed integer
mathematical model in order to minimize the work-
load imbalance amon the machines.

2.1. Notations

N Total number of jobs

M Total number of machines

i, j ∈ {0,1, ...,N} Job index where job 0 is
a fictitious one which is
always sequenced at the
first position on a machine

m Machine index

p j Processing time of job j

Cm Completion time of machine m

Sm Set of jobs scheduled on
the machine m

Cm = ∑ j∈Sm p j Completion time of machine
m

2.2. Analysis of the existing formulations

The first performance measure or criterion used to
deal with workload imbalance minimization prob-
lem is the total relative percentage of workloads
imbalances (RPI) introduced by 13,14. This perfor-
mance measure is also called percentage of devia-
tion from upper bound and defined as:

RPI = 1
M ×∑M

m=1
Cmax−Cm

Cmax
.

In the case of identical parallel machines, this
criterion depends solely of the maximum comple-
tion time criterion which is not optimal in workload

balancing problem optimization. So, minimizing
the relative percentage of imbalances criterion is the
same thing as minimizing the maximum of comple-
tion times.

Remark 1. In the case of identical parallel machine,
the relative percentage of imbalances RPI depends
solely of the maximum of completion times Cmax.

Considering the definition of RPI criterion, we have:

RPI = 1
M ×∑M

m=1
Cmax−Cm

Cmax

= 1
M×Cmax

×∑M
m=1 (Cmax −Cm)

= ∑M
m=1 Cmax

M×Cmax
− ∑M

m=1 Cm
M×Cmax

= 1− ∑M
m=1 Cm

M × 1
Cmax

Known that,

∑M
m=1 Cm

M =
∑N

j=1 p j

M = µ , µ is a constant.
So, the relative percentage of imbalances RPI can
be written as a function of Cmax as follows.

RPI = 1− β
Cmax

The second criterion called normalized sum of
Square for workload deviations (NSSWD) has been
introduced by Ho et al. 3. This criterion is based on
the sum of squares principle known in measuring
variability in statistics and serves as a precise mea-
surement criterion. NSSWD is defined as follows.
NSSWD =

√
∑M

m=1 (Cm−µ)2

µ
such as:
µ = ∑M

m=1 Cm
M =

∑N
j=1 p j

M
For each machine m the square error is given by
(Cm − µ)2. It is easy to establish that the sum of
square for workloads deviations ∑M

m=1 (Cm −µ)2

depends directly on the sum of square completion
times.

∑M
m=1 (Cm −µ)2 = ∑M

m=1 (C
2
m −2×µ ×Cm +µ2)

= ∑M
m=1C2

m −2×∑M
m=1Cm +∑M

m=1 µ2
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By considering that ∑M
m=1Cm = M×µ , we obtain:

∑M
m=1 (Cm −µ)2 = ∑M

m=1C2
m −2×M×µ2 +M×µ2

So, the sum of square for workloads deviations can
be written as follows:

∑M
m=1 (Cm −µ)2 = ∑M

m=1C2
m −M×µ2

Since M × µ2 is a constant, then minimizing the
sum of square for workloads deviations is the same
as minimizing the sum of squares of completion
times C2

m.

2.3. A new mixed integer linear programming
model

The mathematical formulations based on the mini-
mization of the maximum completion time Cmax do
not provide the optimal utilization of machines as
mentioned in Rajakumar et al. 14. In fact, minimiz-
ing the maximum workload is not sufficient to obtain
the optimal repartition of the workload. This will
be illustrated by some counters examples presented
in computational experiments section. Therefore,
the optimal formulation should considers simultane-
ously the maximum and the minimum workloads.
So, workload balancing problem should be defined
as the minimization of the difference between the
maximum and the minimum workloads. In other
words, it is defined as minimizing the difference be-
tween the workload of the bottleneck machine and
the workload of the fastest machine. Based on this
definition, we propose the following mathematical
model.

2.3.1. Decision variables

The mathematical model detailed below includes
both assignment and precedence variables. Gener-
ally assignment variables are sufficient for comput-
ing machine workloads. The precedence variables
are used here in order to determine the schedule or
the sequence of the jobs on each machine.

xi jm =

⎧⎨⎩
1, if job j immediately follows job i

in a sequence on machine m

0, otherwise

y jm =

⎧⎨⎩
1, if job j is assigned to machine m

0, otherwise

Cm = ∑ j∈Sm p j = ∑N
j=1 (p j × y jm),m = 1...M

Cmax = max1⩽m⩽M{Cm}

Cmin = min1⩽m⩽M{Cm}

2.3.2. Mathematical formulation

minZ =Cmax −Cmin (1)

N

∑
j=1

x0 jm ⩽ 1,m = 1...M (2)

N

∑
i=0,i∕= j

M

∑
m=1

xi jm = 1, j = 1...N (3)

N

∑
j=1, j ∕=i

xi jm ⩽ y jm, i = 1...N,m = 1...M (4)

N

∑
i=0,i ∕= j

xi jm = y jm, j = 1...N,m = 1...M (5)

M

∑
m=1

y jm = 1, j = 1...N (6)

Cmax ⩾
N

∑
j=1

(p j × y jm),m = 1...M (7)

Cmin ⩽
N

∑
j=1

(p j × y jm),m = 1...M (8)
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xi jm,y jm ∈ {0,1};Cmax,Cmin ⩾ 0 (9)

In the above model, Equation 1 is the objec-
tive function that minimizes the workload imbalance
among the machines. Equation 2 assures that for
each machine, only one real job follows the ficti-
tious job 0. Equation 3 states that a job must be pro-
cessed at one and only one position on a machine
and it will be immediately preceded by exactly one
job.Equation 4 states that if job i is processed on ma-
chine m, it will be immediately followed by at most
one other job on this machine. Equation 5 states that
job j should immediately follow another job on ma-
chine m if it is placed on this machine. Equation 6
guaranties that each job is assigned to exactly one
machine. Equations 7 and 8 represent workload-
balancing constraints. The first one ensures that the
maximum workload is greater than or equivalent to
individual workloads and the second one ensures
that the minimum workload is smaller or equivalent
to individual workloads. Equation 9 states the prop-
erties of the decision variables. It states also that the
completion time of the fictitious job is equal to zero.

2.4. Scheduling algorithms

In the workload balancing problem, the different
scheduling procedures are based on list-scheduling
algorithm described by algorithm 1. These algo-
rithms are known to be the best for solving the
parallel machine scheduling problems to optimize
utilization criteria 14, 6.
The main idea consists of selecting iteratively the
machine with the smallest workload the the as-
signment of a new job from the list of unfinished
jobs. Different strategies are adopted for the selec-
tion of jobs list such as: shortest processing times,
longest processing times and random processing
times. Based on a priority queue, the implementa-
tion complexity of a list-scheduling algorithm is of
the order of O(n log(m)).

Algorithm 1: List-scheduling algorithm

Input data
M number of machines
N number of jobs
(p1, ..., pN) list of jobs processing times

for m = 1 to M
{
Wm = 0 workload of machine m
Sm = Ø set of jobs assigned to machine m

}
for i = 1 to N
{

m = argminkWk machine with the smallest workload
Sm = Sm ∪{i} assign job i to machine m
Wm =Wm + pi update workload of machine m
}
Return S = [S1, ...,SM]

l

3. Computational experiments

This section presents some numerical experiments
based on different well known test configurations.
These instances have been used by Liu and Wu 5 to
compare between genetic and simulated annealing
algorithms. Recently, Raghavendra and Murthy 10

have used the same instances to compare the per-
formance of their genetic algorithm with different
heuristic methods proposed by Heinrich 2 for min-
imizing the imbalance of workload among identi-
cal parallel machines. The design of the different
numerical examples is reported in table 3. These
instances present small scale scheduling problems
with 7, 10 and 21 jobs to be processed by respec-
tively 3, 2 and 6 machines. They present also a larger
scale problem with 29, 30 and 33 jobs to scheduling
on respectively 3, 10 and 5 machines.
The aim of this computational study is to provide
the optimal solutions of these well known instances
previously adopted in the literature. For each in-
stance, the mathematical programming model has
been solved using ILOG CPLEX 11.0 software.
These optimal solutions allow the exact evaluation

Co-published by Atlantis Press and Taylor & Francis 
Copyright: the authors 

62



Y. Ouazene, F. Yalaoui, H. Chehade and A. Yalaoui

of these different approached resolutions.
We compare also this mathematical formulation
with the classical formulation proposed by Rajaku-
mar et al. 14. In their model, the authors have formu-
lated the workload balancing problem among identi-
cal parallel machines as a binary mixed integer pro-
gram with the objective of minimizing the maximum
of workloads. Or, the numerical results reported in
tables 6 and 7 illustrate that this formulation does
not provide the optimal workload repartition.
We present for each instance, the numerical results
obtained by the different approximate algorithms
given in the literature and the exact solutions ob-
tained by the mathematical programming model (see
tables 2, 3, 4, 5, 6 and 7). The comparative study
presented by Raghavendra and Murthy 10 concludes
that their genetic algorithm outperforms the different
heuristics proposed by Heinrich 2 (STA, SYSR and
IE) and the genetic and simulated annealing algo-
rithms proposed by Liu and Wu 5. So in this paper,
we are not especially interested by the comparison
with these approximate methods because we provide
the optimal solutions which can be used to evalu-
ate the real performances of the best known approx-
imate resolution approach (genetic algorithm 10).
We are also interested on comparison between the
mixed integer linear program based on the mini-
mization of the maximum of workload (MILP 1) and
the proposed mathematical program (MILP 2).
We note that for the small scale instances with 7 and
10 jobs, both approximate methods and maximum
completion time minimization model obtain the op-
timal solutions. Which is predictable. In the case
of the third small instance with 21 jobs, the best ap-
proached method fails to obtain the optimal solution
with a maximum completion time of 58 time units
and a maximum workload imbalance of 2 time units.
The two large instances with respectively 29 and 30
jobs (see tables 6 and 7), illustrate that the mathe-
matical programming approach based on the mini-
mization of the maximum completion time is does
not provide the optimal repartition of the workload
among the different machines. In fact for both ex-
amples, the maximum workload imbalance obtained
by this model is equal to 2 time units while the sec-
ond formulation obtains an optimal solution with

one time unit of workload imbalance.
Table 8 presents the computational times of the two
mathematical programming methods (MILP 1 and
MILP 2). We not that the second model is more
consuming in term of computational times but it pro-
vides the optimal solutions. However, the computa-
tional times still reasonable (less than one minute).

4. Conclusion

In this paper, a mixed linear integer mathematical
program for workload balancing on identical par-
allel machine problem is presented. The workload
balancing problem is defined as the minimization of
the difference between the workload of the bottle-
neck machine and the workload of the fastest ma-
chine. Based on this mathematical programming
model, we provide optimal solutions for different
test instances presented in the literature in reason-
able computational times. These solutions allow the
exact evaluation of the different approximate meth-
ods presented in the literature. As a second contri-
bution, we have illustrated based on some numerical
examples that the classical formulation of workload
balancing problem using the minimization of the
maximum machine completion time does not pro-
vide the optimal workload repartition.
A direct extension of this research is to consider this
new formulation of the workload imbalance min-
imization problem in the definition of the fitness
functions of the approximate resolution algorithms
proposed in the literature. Another possible exten-
sion of this contribution would be the combination
of workload imbalance criterion as defined here with
other scheduling criteria for multiobjective formula-
tions and resolutions.
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Table 1: Design of experiment instances
(N = 7,M = 3) (N = 10,M = 2) (N = 21,M = 6) (N = 29,M = 3) (N = 30,M = 10) (N = 33,M = 5)
job i pi job i pi job i pi job i pi job i pi job i pi

1 6 1 3 1 23 1 14 1 3 1 23
2 6 2 2 2 29 2 16 2 2 2 29
3 4 3 6 3 21 3 26 3 6 3 7
4 4 4 4 4 11 4 3 4 4 4 2
5 4 5 5 5 20 5 25 5 5 5 25
6 3 6 7 6 28 6 3 6 7 6 10
7 3 7 8 7 10 7 11 7 9 7 14
- - 8 6 8 18 8 25 8 13 8 3
- - 9 2 9 1 9 2 9 4 9 26
- - 10 6 10 6 10 24 10 12 10 23
- - - - 11 28 11 11 11 10 11 10
- - - - 12 19 12 25 12 8 12 7
- - - - 13 5 13 21 13 22 13 30
- - - - 14 6 14 14 14 11 14 25
- - - - 15 28 15 25 15 8 15 1
- - - - 16 27 16 1 16 26 16 8
- - - - 17 8 17 26 17 14 17 18
- - - - 18 7 18 18 18 6 18 13
- - - - 19 29 19 13 19 17 19 15
- - - - 20 10 20 2 20 27 20 28
- - - - 21 7 21 14 21 11 21 30
- - - - - - 22 20 22 17 22 14
- - - - - - 23 5 23 26 23 28
- - - - - - 24 12 24 16 24 14
- - - - - - 25 21 25 7 25 20
- - - - - - 26 23 26 23 26 18
- - - - - - 27 21 27 15 27 27
- - - - - - 28 17 28 18 28 19
- - - - - - 29 19 29 15 29 11
- - - - - - - - 30 13 30 25
- - - - - - - - - - 31 5
- - - - - - - - - - 32 22
- - - - - - - - - - 33 30

Table 2: solution for the second instance (N = 10,M = 2)

Machine load Heinrich Kuhn 1995 GA MILP 1 MILP 2

STA SYSR IE

Machine 1 11 10 10 10 10 10
Machine 2 10 10 10 10 10 10
Workload Imbalance 2 0 0 0 0 0
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Table 3: solution for instance (N = 7,M = 3)

Machine load Heinrich Kuhn 1995 GA MILP 1 MILP 2 2

STA SYSR IE

Machine 1 11 10 10 10 10 10
Machine 2 10 10 10 10 10 10
Machine 3 9 10 10 10 10 10
Workload Imbalance 2 0 0 0 0 0

Table 4: solution for instance (N = 33,M = 5)

Method Heinrich Kuhn 1995 GA MILP 1 MILP 2

Machine load STA SYSR IE

Machine 1 99 115 116 116 116 116
Machine 2 151 118 116 116 116 116
Machine 3 98 110 116 116 116 116
Machine 4 89 119 116 116 116 116
Machine 5 143 118 116 116 116 116
Workload Imbalance 62 9 0 0 0 0

Table 5: solution for instance (N = 21,M = 6)

Method Heinrich Kuhn 1995 GA MILP 1 MILP 2

Machine load STA SYSR IE

Machine 1 74 61 57 58 56 57
Machine 2 42 49 58 58 57 57
Machine 3 60 61 58 57 57 57
Machine 4 33 59 58 56 57 56
Machine 5 48 49 53 56 57 57
Machine 6 84 62 57 56 57 57
Workload Imbalance 51 13 5 2 1 1

Table 6: solution for instance (N = 29,M = 3)

Method Heinrich Kuhn 1995 GA MILP 1 MILP 2

Machine load STA SYSR IE

Machine 1 161 150 153 152 153 152
Machine 2 148 153 153 153 153 152
Machine 3 148 154 151 152 151 153
Workload Imbalance 13 4 2 1 2 1
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Table 7: solution for instance (N = 30,M = 10)

Method Liu and Wu 1999 GA MILP 1 MILP 2

Machine load

Machine 1 30 37 38 37
Machine 2 40 38 37 37
Machine 3 37 39 37 37
Machine 4 40 38 38 38
Machine 5 33 39 37 38
Machine 6 39 36 38 38
Machine 7 41 37 36 37
Machine 8 34 36 38 38
Machine 9 41 39 38 38
Machine 10 40 36 38 37
Workload Imbalance 11 3 2 1

Table 8: Computational times of exact resolution
- MILP 1 CPU time (seconds) MILP 2 CPU time (seconds)

Instance (N = 7,M = 3) 1.23 1.31
Instance (N = 10,M = 2) 0.85 1.43
Instance (N = 21,M = 6) 1.58 3.36
Instance (N = 29,M = 3) 1.73 1.17
Instance (N = 30,M = 10) 20.43 45.05
Instance (N = 33,M = 5) 20.21 26.25
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