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Abstract

The purpose of this study is to introduce a new regression model, based on the least squares method,
when the available data of both explanatory variable(s) and response variable are interval-valued fuzzy
(IVF) numbers. The proposed method is based on a new metric on the space of IVF numbers, which is
an extended version of the signed distance introduced by Yao and Wu (2000). In order to evaluate the
goodness of fit of the proposed model, we introduce some new indices based on the similarity measure
and the coefficient of multiple determination. Finally, the application of proposed approach is provided

to model some real data.
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1 Introduction

Regression is a very powerful tool in statistic for ana-
lyzing data and finding the relationship between vari-
ables. Fuzzy regression in 1980 decade after present-
ing fuzzy set theory by Zadeh !, has been studied.
In general, there are two approaches for modelling a
linear regression in imprecise (fuzzy) environments.
In first approach, the parameters of regression model
are estimated based on the linear/goal programming
methods and in second approach, they are estimated
based on least absolutes/least squares errors methods.
The first studies on regression analysis in fuzzy envi-
ronment initiated by Tanaka ef al. > based on lin-
ear programming method and by Celmins  and Di-
amond > based on least squares errors method. For
studying some other works on regression model based

on linear/goal programming methods, see Yen e al. ©,
Nasrabadi and Nasrabadi 7, Hasanpour et al. 8°.

In this paper, we focus on the least squares regres-
sion model. Hence, some approaches in this topic can
be presented as follows: Wiinsche and Nither '? inves-
tigated an approach to model the least squares fuzzy re-
gressions using L, metric and based on random fuzzy
variables. Yang and Lin !! studied the estimation of
fuzzy parameters of a regression model based on least
squares method when the input and output data are
fuzzy. Wu !2 and Kao and Chyu '3 introduced a least
squares regression model using the extension princi-
ple and based on fuzzy observation. Mohammadi and
Taheri !4 studied a least squares fuzzy regression model
with fuzzy parameters and crisp input-fuzzy output
data. Coppi et al. ° studied a new approach of a
least squares regression model with the LR fuzzy re-
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sponse variables. Arabpour and Tata !¢ presented a
least squares method for estimating the parameters of
fuzzy regression model based on the distance intro-
duced by Diamond °. Choi and Yoon !7 introduced
a general fuzzy regression model, which separates the
response function on a mode and spreads of an a-level
set for an observed fuzzy number, to estimate a fuzzy
relation between two fuzzy random variables. Ferraro
and Giordani '® investigated the multiple linear regres-
sion model in the presence of one or more imprecise
(fuzzy) elements. Wu ' presented a least squares fuzzy
linear regression model with fuzzy parameter and im-
precise (fuzzy) input and output data. In this approach,
the a-cuts of fuzzy linear regression model is con-
structed based on some statistical techniques. Taheri
and Kelkinnama ?° and Kelkinnama and Taheri ! also
investigated some approaches to model the fuzzy lin-
ear regression based on least absolute methods. Roh
et al. ?? studied an estimation approach to determine
the parameters of the fuzzy linear regression model. In
this study, a new methodology of fuzzy linear regres-
sion based on the design method of polynomial neural
networks is proposed. For an overview on the vari-
ous methods of regression models in imprecise envi-

ronment, see Taheri 23.

The regression models in imprecise environments
can be used in other fields. For example, An et al. 2*
studied some techniques for machine learning based on
support vector regression when the available data are
as the interval data, and Sentiirk >° investigated some
fuzzy regression control charts for evaluating the pro-
cess in which the average has a trend and the data rep-
resents a linguistic value. Also, we will need to intro-
duce some new procedures (in future works) for ana-
lyzing the regression models based on soft computing
methods 2%27:2% and/or using the methods of comput-
ing with words %%,

Although the fuzzy sets theory provides the use-
ful methods for modelling complex systems, but there
are some situations that the evaluations of membership
and non-membership values are not possible, and con-
sequently, there remains an indeterministic value on
which hesitation survives. Certainly, the fuzzy sets the-
ory is not appropriated to deal with such problems. The
interval-valued (intuitioinstic) fuzzy sets theory3!-2-33
is a generalization of fuzzy sets theory which can an-

swer in such situations. This theory has been widely
applied in various fields such as: decision making 3,
logic programming 3>3¢, medical diagnosis 37, pattern
recognition 3, and ...

Based on knowledge of the authors, there has not
been any work in the problem of linear regression anal-
ysis in interval-valued fuzzy environment. Hence, in
this paper, we want to model a least square regression
based on interval-valued fuzzy data. For executing this
idea, we first extend the Yao-Wu signed distance be-
tween interval-valued fuzzy numbers, and then, the pa-
rameters of regression model are estimated.

The paper is organized as follows: In Section 2,
we review some preliminary concepts on interval-value
fuzzy sets. In Section 3, the Yao-Wu signed distance is
extended based on interval-valued fuzzy numbers. In
Section 4, we propose a least squares approach to an-
alyze a multivariate regression model when the input
and output data of model are as interval-valued fuzzy
numbers. In Section 5, some new indices to evaluate
the goodness of fit of proposed regression model are
introduced. Application of the proposed approach to
model some real data is studied in Section 6. Finally,
in Section 7, a brief conclusion is provided.

2  Preliminary concepts

Let X be an universal set. A fuzzy set A is defined
as A= {(x,,ug(x)) :x € X}, where /,Lg(x) : X —[0,1]

is the degree of membership of x into A. Thus, it is
clear that the degree of non-membership of x into A
is 1— ,ug(x). Note that, in some cases, the degree of

non-membership is not always defined as 1 — “X(x)'

For solving this problem, Atanassov ! generalized the
notion of fuzzy set theory to the concept of the intu-
itionistic fuzzy set (IFS) which was composed of the
membership degree, non-membership degree and inde-
terminacy degree of x intoA. Also, Gau and Buehrer *°
introduced the concept of vague sets (VS), which is an-
other generalization of fuzzy sets. Another well-known
generalization of ordinary fuzzy sets is the concept of
interval-valued fuzzy set (IVES) introduced by Gorzal-
czany 32, Atanassov and Gargov *>. Note that these ap-
proaches are in general not independent and there exist
relationships among them (see also, Bustince and Burl-
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lio 49).

Since, in this paper, we focus on the regression
models in the interval-valued fuzzy environment, we
recall some preliminary concepts about the interval-
valued fuzzy set as follow (see Turksen*!', Kumar and

Biswas *?, Grzegorzewski *}, Guha and Chakraborty
44
).

Definition 1. An interval-valued fuzzy set A on the
universal set X is defined as

A = {{x, 1 (0, v, () x € X, 1)

where pi-: X — [0,1] is the “degree of membership”,
Ve X — [0, 1] is the “degree of nonmembership”, and
0 < pz(x) + vz(x) < 1 for all x € X. Also, the value
Tg(x) =1- ,ug(x) — vg(x) is called the “degree of in-
determinacy” of the element x € X to the IVES A.
Note that in the above definition, HZ(X) is the lower
bound for degree of membership of x intoA, and Vi (x)
is the lower bound for negation of membership of x
into A. Therefore, the degree of membership of x into

the interval-valued fuzzy set A is characterized by the
interval [[,Lg(x), 1— vg(x)].

Definition 2. An interval-valued fuzzy set A is called
an interval-valued fuzzy number (IVFN), if

(i) There exist m € R, such that ug(m) =1 and
vg(m) =0.

(ii) The membership and non-membership functions
are the continuous mapping from R to [0, 1] as

follows:
([ fi(x) m—s, <x<m,
1 X =m,
Hzl) = hi(x) m<x<m+s,, @)
L O otherwise,
([ fo(x) m—sy<x<m,
0 X =m,
vﬁ(x) ) hy(x) m<x<m+s,, )
L1 otherwise,

where, f, and A, are strictly increasing functions
and h, and f, are strictly decreasing functions.

IVF Least Squares Regression

Also, s,,5, > 0 and s5,s, > 0 are the spreads of
,ug(x) and vg(x), respectively. An IVEN is de-

noted by A = (m,$1,55,83,54)-

Example 1. In the following, the membership and
non-membership functions of an IVF number are given

(Fig. 1)

20—x )2

e (75 —oo L x <20
.ug(x) =
_(=20)2
e 7% 20<x <
1—e (%, —eo<x<20
vi(x) =
1—e= (. 20<x< —o0

These values represent the interval-valued fuzzy num-
ber “approximately 207, in which the degree of mem-
bership in each point x is characterized by the interval
[,ug(x)7 1— vg(x)] (see Fig. 1). For instance, the degree
of membership for x = 20 is exactly equal to 1, and for
x =15 is a value between 0.37 and 0.73.

r
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Fig. 1. Interval-valued fuzzy number in Example 1.

Definition 3. An interval-valued fuzzy number A is
called a LR-IVFN, if the membership and nonmem-
bership functions are as

L)
1 x=m,

m<x <m+S$,,

m—s; <x<m,

“)

0 otherwise,
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1—L<’"Y;x> m—s; <x<m,
°3
0 -
v-(x) = x=m,
A l—R(ﬂ) m<x<m+sy,,

Sy

)

1 otherwise,

where, L(.) and R(.) are strictly decreasing functions
from R to [0,1], and L(0) = R(0) = 1. L(.) and
R(.) are called the reference functions. A LR-IVFN
is denoted by A = (m;s,,8,,85,84) & (see Guha and
Chakraborty **).

Note that based on the different functions for L(.)
and R(.), we can provide the wide kinds of LR-IVF
numbers. A well-known case of LR-IVF numbers is
the triangular interval-valued fuzzy number (TIVFN)
that is given as follows.

Remark 1. The interval-valued fuzzy number A
is called a triangular_interval-valued fuzzy number
(TIVEN), denoted by A = (m;sy,s,,55,5,)7, if L(x) =
R(x) = max{0,1 — x} for all x € [0,1]. Note that in
such a case, s; > s, and s, > s, (for proof, see, Guha
and Chakraborty 44).

Definition 4. (Guha and Chakraborty 4 Taheri and
Zarei 43) Let A be an IVFS on X. Then, the a-cuts of
A are defined by the following two crisp sets

Aol = {ri > ak
(6)

1= vg(x) > o).

In a special case, if A = (m3s8,,55,85,54) g 18 @ LR-
IVEN on X, then the ¢-cuts of A are as

{ Zﬂ[a] =
glfv[a] =

In the following, the arithmetic operations on LR-
IVFEN’s are defined based on the “Extension Principle”
for IVF sets (see Taheri and Zarei +).

Proposition 1. Ler M = (m3s,,8,,85,8,) and N =
(nyry,ry,r3,1,) be two LR-IVFN’s and A € R — {0}.
Then,

[m—s,L7"(at),m+s,R™ " (a0)] ,
@)
sy (a)me+ s,k (@)

M&N = (m;Sl,sz,s37s4)LR69(11;"1,"27"37"4)LR

3
= (m+n§51 + 1,8y + 1558 +r3us4+r4)LR7

MoON =

/1®A71:{

Definition 5. (Hung and Yang %) Let A and B be two
IVF sets. Then

(m357,55,83,84) LR © (M7, 79,73,y )R
9)
= (m—ms +71y,5 +ri83+74,5,+73) g
(Am; sy, Asy, As3, Asy) 1k A >0,
(10)

(Am;—Asy, —As|,—Asy, —AS3)pp A <O.

(i) A C B if and only if for each x € X, ug(x)
and vx(x) > vg(x),

< .ug(x)

(ii) A = B if and only if for each x € X, ,u;{(x) =
and vg(x) = vg(x).

.ug(x)

3  Extension of the Yao-Wu signed
distance

In this section, we define a new distance between the
interval-valued fuzzy numbers. This distance is an ex-
tended version of the Yao-Wu signed distance *°. Tt
should be mentioned that the distance between IVF
sets introduced by some other authors, for instance,
Atanassov 3!, Grzegorzewski 4, Hung and Yang 38

Guha and Chakraborty ** and Li ez al.*”.

Definition 6. Let A and B be two interval-valued fuzzy
numbers. The extension of Yao-Wu signed distance
between A and B is defined as follows

1D

d(A,B) = 3 [y (Ma(Ay) — M(By))do
+3 fO ( (Nl v) Ma(gl—v))dav

where

My(A,) = MlebAlle] = 3y = AdaltAt e

Moc(g/,l) — B!Li[a]';Bﬁ[a]’ M, (Elfv) _ Effv[a]zgf—v[a] )
and, gﬁla], gﬁla], AL NV[ ], AR_ [a] are the o-cuts of
A, zind Bﬁ [a], Bﬁ[a], ], BR  [o] are the a-cuts
of B

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors
175



Remark 2. Note that if the IVF numbers A and B
is reduced to fuzzy numbers, then, the distance intro-
duced in Definition 6, is reduced to the Yao-Wu signed
distance %0 as follows

AAB) = [ BB, (2)

_ Rl gy () — PloltBla),

In a special case, ifA= (a,s,,8,,53,84)7 and B=
(b,ry,ry,15,14)p are the triangular IVEN’s, thj:n the ex-
tension of Yao-Wu signed distance between A and B is
presented as

d(g,g) =a—>b —1—%[(s2 — 5,45, —53)]
(13)

—%[(rz—r1+r4—r3)].

Definition Z Let Ng and B be two IVFN’s. Then, the
ranking of A and B is expressed as

d(A,B)>0 <& d(A,00>d(B,0) & AsB,

d(A,B)<0 <& d(A,0)<d(B,0) < A<B, (14)

d(A,B)=0 <& d(A,0)0=d(B,0) & A=~B.

Lemma 2. Let A,B,C € IVFN(R). Then, the signed
distance introduced in Definition 6 satisfies the follow-
ing properties:

(i) d(A,B) = —d(B,A),

(i) d(A,B)+d(B,C) =d(A,C),
(iii) A~ B< B~A,

(iv) Zzﬁ,ﬁzé:ﬁzc
Proof.

(1) It follows from the signed distance property

d(A,B) = d(A,0)—d(B,0)
= —(d(B,0)—d(A,0)) = —d(B,A),

IVF Least Squares Regression

(i1) From item (i), we have
d(A,0) —d(B,0)

+d(B,0) —d(C,0)
= d(A,C),

d(A,B)+d(B,C) =

(ii1) From item (i) and Definition 7, we have
A~B < d(A,B)=0=—d(B,A),

Hence, d(B,A) =0, and B ~ A.
(iv) It is simple based on item (ii) and Definition 7. O

4 Multivariate least squares regres-
sion based on interval-valued fuzzy
data

In this section, we introduce a linear regression model
based on the extension of Yao-Wu signed distance be-
tween the interval-valued fuzzy input-output data. For
simplicity, we assume that the input-output data are the
triangular IVFN’s. We want to fit a regression model
with the crisp coefficients ﬁj, j=0,1,..,k, and based
on the triangular IVF observations (X,,X,,,...,X;,Y;)
i=1,2,...,n, as follows

. = B®(B,®%,)D...0 (B, %)
(15)
= Bo3t  (B;®%), i=1,..n
where,  J; isTiTisTi3o Ty and X5

(28171581720 Sij30Sja) 7o 1 = Loy, j=1,..., k. Based
on the distance introduced in Definition 6 and the arith-
metic operations on LR-IVEN’s (Proposition 1), the
sum of squares errors for the regression model (15) is

obtained as follows

SSE =31 d[5, By ® (B 95, ©...® (B, @5, )]

(16)

2
=Sy |05 By~ it Byp) + 1R Tt S,

where, R, = r;, —r;; +r, — ;3 and Sij = Sii = Sij1 +
Sija — Sijz L= 17...7.11, j=1,....,k. To estimate the pa-
rameters of regression model (15), we obtain the fol-
lowing results:
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—— 1Ry
B~ AT

n

i=1

By taking Z3E = 0 for j = 0,1,..,k, and using the Where )_7.]' =

9B,

matrix forms, we can rewrite the above relations as fol-

lows

S S

—nfy

(X+3)(X+3)B=

8 8

where, R = [Rl,Rz,...,
1By, By, Byl and

o o
R
==

0 S

nl

Rn]’a

D)

i=1j=1

S
X

X1k
Yok

Xk

Slk
S21

Snk

1t 1 1
Z{(xij + gSij)()’i +5R;)
i=

k
=30+ 55 B+ 3 B+ 55,).
j=1

) (¥ +

1
ﬁj(xij+§5ij); (7 Proof.
From B,

sum of squares errors, and the regression sum of
squares, respectively.

JdSSE

= ( in Equation (17), we can inference the

following result

~

ﬁoz

d(5,0)

R
g), (18)

Y = [y17y27"'7yn]” ﬁ =

x (k+1)

X (k+1)

If (X+3)(X+3) is a nonsingular matrix (i.e.
[(X+3)(X+3)] ! exists), then the parameters of re-

gression model are estimated as follows

~

8 8

B - [(x+ Syix + 5)] h [(X+

S
8

—)'(Y + g)] . (19)

Theorem 3. The proposed IVF regression model is
estimated such that it can be partitioned as follows

SST = SSE + SSR,

where, SST =", d*(.,5), SSE =37, d*(¥.,5,), and
SSR = Y7 ,d*(y,,y) are the total sum of squares, the

LS (y+3R) —L3n
ni:lyl 87 n

=1 B+ 553))

(20)

d3,(B,®% ) ®...d (B,®,)),

Lsn

:1‘1(3:)@

I d
® (B 9% ®...0 (B 95,),0]

d(5,,0)

1Q(X,®..0%,)).
the properties of the proposed Yao-Wu signed distance
(Lemma 2), we have

Hence, based on

(B, 9%1) @ ... ® (B, ©5,),0)

|45, (B, 9% ) & .0 (B, 9% )]

Y [d(i (B, ®%)®...0 (B, %)
+d((By 9%,) ©...® (B, ©%,),0)]

VS [dG.0) -
+d((B,®

:\'—‘

+EI3E

=d(3,0).

Also, we have

T d(;,0)d(y;,5)

d((B, ®%,) ®...® (B, ®%,),0)
%) .0 (B, ©%,),0)]

14 (B 0% 6.0 (B,0%,)

i
d(y,
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0)=1

n

®F))©...0 (Bk®)_7.k))

' ,d(5,0)+0

ey

(<B0+z, 1B+ )

(y1+8

By ,1!3( +3))

(X+HBY(r+8 - (x+3)B)

B+ +§) B+ x+5B

%)

BX+3)(Y+8) —Bx+5yw+

(By Equation (18))

(22)



and

n

Y d3,5)dG;5,) =

i=1

(d(5;,0) ~d(5,,0))

M=

—d(5,0))(d(5;,0)

Il
-

I
M=

[46,,0)(d(,,0) ~d(5,,0))

Il
-

—d (5,0)d(5;,0) +d(7,0)d(5;,0)

n ~ -~ —
= 2 d(;,0)d(,y;) —nd*(3,0)
i=1

+nd(5,0)d(5,0)

S A AA

i=1

+nd*(5,0)

nd*(5,0)

= 3460465

i=1

= 0. (By Equation (22))

Based on Lemma 2, d(3;,y) = d(yl, )+d(yl,)7) and
we obtain

& (5,,3) = d*(5,,3) +d>(5,,5) +2d(5,5,)d(5;,7).

From the above relations, we can inference the follow-
ing result

SST =

M:

d*(5,,y)

Il
N

I

I
-

y[? [ +2d2 y[?.i},)
+2Zd(y7i,-)d(yﬁ-5)
i=1
n n

= Y&EGI)+Y

i=1 i=1

d*(y,,5) +0
= SSE+ SSR.

Therefore, the proof is completed. ad

IVF Least Squares Regression

S Evaluation of the IVF regression
model

In this section, we introduce some concepts and no-
tations for evaluating the proposed IVF regression
model.

5.1 Goodness of fit of the IVF regression
model

To evaluate the goodness of fit of the IVF regression
model, we introduce a new similarity measure between
two IVFN’s (see also, Li and Cheng **% Liang and
Shi > and Zhang et al. 3! ).

Definition 8. Let A = (ay,a,,d,,d3,d,),z and B =

(By Equation (21)) (b, b,,b,,bs,b,), g be two LR-IVFN’s. Then, the sim-

ilarity measure between A and B is defined as follows
~ 1
S(A,B) = .

pzl (23)

Theorem 4. The mapping S on IVFN x IVFN satisfies
the properties of a similarity measure as follows

(i) S(A,B) €[0,1],

(i) S(A,B)=1 iff A=B,
(iii) S(A,B) =S(B,A),

(iv) ifACBCC, then S(A,C) <min{S(A,B),S(B,C)}.
Proof.

(i) Since foreachi=0,...,4,0 <|a, —b; |P < oo, we

have
1
0< <
-~ 4
(ii) If S(A,B) =1, then 1+ 13 |a,—b,|P = 1,
i=0
4
and 1 ¥ |a;,—b;|” = 0. Hence, |a,—b;|" =0,
i=0
i=0,...,4, and we have A = B.
(iii) |a;—b,|P = |b, — a,|" iff S(A, B) = S(B,A).

Co-published by Atlantis Press and Taylor & Francis
Copyright: the authors
178



F Torkian, M. Arefi, and M.Gh. Akbari

@v) If A C B C C, then based on Definition 5,
ayg=by=cyanda, < b, <c;,i=1,..,4

Also, |a; — b;|P < |a; — ¢;|P and

& &
1+z _Zo|ai—bi|p <l+3 _Zo|ai—ci|1’.
= 1=

Hence, we obtain S(A,C) < S(A,B). Similarity,
S(A,C) < S(B,C).

Therefore, the proof is completed. O

Definition 9. To evaluate goodness of fit of IVF re-
gression model, the mean of similarity measures be-
tween the observed values y,, i = 1,..,n, and the esti-

mated values y,, i = 1,..,n, is defined as

1

n
_Z yn l

(24)

3

5.2 Detection of outliers

Sometimes in applications, the data set contains some
elements that are outlying or extreme. The existence of
outliers in a set of experimental data can cause the in-
correct interpretation of the regression results. Hence,
if we improve the data set with removing outliers, we
can obtain the better results in regression model.

In this paper, we identify the outliers by the proposed
similarity measure S(.,.) and the square of the signed
distance d?(.,.) (introduced in Section 3) between the

response values y, and the estimated values 37\1., i =
1,..,n. The point that has the minimum of degree of
similarity in between data (or the maximum of &(.,.)),
can be regarded as possible outlier.

5.3 Variable selection

Variable selection is a fundamental topic for choosing
a suitable regression model. In practice, some vari-
ables are available in an initial analysis, but many of
them may not be significant and should be excluded
from the final model in order to increase the accuracy
of prediction. Traditional variable selection procedures
such as stepwise regression and the best subset variable
selection for linear regression models can be extended

to the interval-valued fuzzy regression model. In the
following, we introduce and extend some methods in
the interval-valued fuzzy environment.

5.3.1 Coefficient of multiple determination

A measure of the adequacy of a linear regression model
that has been widely used is the coefficient of multiple
determination R% with p = k41 terms. It is the propor-
tion of variation in the response variable y explained by
the k predictors. The extension of R?, for the proposed
IVF regression model is defined as

R2 SSR, d*(By®(B, ®%,)® (/32@)‘12 .. @(ﬁk®xzk )

p — SST

Y d2(5,y)

where, SSE,, and SSR), are given in Theorem 3. We are
intending to find the point where adding more predic-
tors is not worthwhile because it leads to a very small
increase in RIZ7 (see Fig. 2). Also, this index makes
sense to use for comparing the submodels that are in
the same unites.

5.3.2 Adjusted coefficient of multiple determina-
tion

Since the number of parameters in the IVF regression
model is not taken into account by R% (R% does not de-
crease as p increases), the adjusted coefficient of mul-

tiple determination R%, has been suggested as an alter-
native criterion. R_%, method is similar to R% method
and it finds the best model with the highest RIZ7 within

the range of sizes. We define R_% on an IVF regression
model as follows (see Fig. 2).

—1
PPn—p

RI=1- (1—R2) (26)

5.3.3 Mean square error

Another criterion for variable selection is the mean
squares errors. The mean squares errors for the IVF
regression model is defined as

SSE,

MSE, = (27
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Because SSE, always decreases as p increases,
MSE), initially decreases, then stabilizes, and eventu-
ally may increase (see Fig. 3). Hence, we choose the
suitable subset of variables based on MSE, as follows:
(i) the minimum MSE,,,

(if) the value of p such that MSE, is approximately
equal to MSE for the full model,

(iii) a value of p near the point where the smallest
MSE, turns upward.

. 2 o -
Fig. 2. Curve of R;, and R%, in terms of p.

I
| «— Optimumvalue of p
1

=V

Fig. 3. Curve of MSE, in term of p.

Lemma 5. The IVF regression submodel that mini-
mizes MSE,, will also maximize R%,.

IVF Least Squares Regression

Proof. Based on R_I%, we have

— -1 —1SSE
R = -2 (1-R)=1-— P
P n—p P n—p SST
n—1S8SE, n—1
= 1- =1———=MSE,.
SST n—p SST P
Therefore, the proof is complete. O

Thus, the proposed results for selecting a submodel
based on MSE, and R? is similar.

6 Application examples

Example 2. The data in Table 1 show a coloration
process in loom industrial (see Tavanai et al. 32y, The
variables x; and X, are the color density(g/l) and the
time of process(m), respectively, and the variable y is
the value of color suction. Because of some imprecise-
ness in experimental environment, the observed data
are reported as triangular IVFN’s. Based on these data,
we want to model a relation between y (as the response
variable) and X; and X, (as explanatory variables) as

5= By® (B 0%, @ (B0F,).  i=1,..,24

Using the matrix forms introduced in Section 4, we
have

1 075 24 1.014

1 150 24 1.104
X: Y = Y

1 450 48 7.288

0 0.19 6 0.26

0 038 6 0.28
= |, r=

0 112 12 1.81

Since (X + 3)'(X + %) is a nonsingular matrix, the pa-
rameters of model are estimated as
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Table 1. Some measured color characteristics in Example 2.

(13871158125 83135 8514 7

(i3 g1 i+ 03 Tipg )

¥;30.1y;,0.05y;,0.2y;.0.5y;

i

- S5 [t Sy B
B - |uapraeg)| oo
24.00 60.33 891.00 17" 90.48
= 60.33  204.57  2239.75 238.35
| 891.00 2239.75 35528.63 3481.93
[ 1.3905
= 0.2061
| 0.0501
Hence, the optimal model is obtained as
y=1.3905@ (0.2061 ®Xx,) & (0.0501 ®X, ).

For example, suppose that the value of color den-
sity and the time of process are reported as “

[N R N B

W = = = = =
FEORN—~S 00Uk WL —O

(0.75,0.08,0.04,0.15.0.38) -
(1.50,0.15,0.08,0.30,0.75)
(3.00,0.30,0.15,0.60, 1.50) -
(4.50,0.45,0.23,0.90,2.25) -
(0.75,0.08,0.04,0.15,0.38) -
(1.50,0.15,0.08,0.30.0.75)
(3.00,0.30,0.15,0.60. 1.50) -
(4.50,0.45,0.23,0.90.2.25)
(0.75,0.08,0.04,0.15,0.38)
(1.50,0.15,0.08,0.30,0.75)
(3.00.0.30,0.15,0.60, 1.50)
(4.50,0.45,0.23,0.90,2.25)
(0.75,0.08,0.04,0.15,0.38)
(1.50,0.15,0.08,0.30,0.75)
(3.00,0.30,0.15,0.60, 1.50)
(4.50,0.45,0.23,0.90,2.25)
(0.75,0.08,0.04,0.15,0.38)
(1.50.0.15,0.08,0.30,0.75)
(3.00.,0.30,0.15,0.60, 1.50)
(4.50,0.45,0.23,0.90,2.25)
(0.75,0.08,0.04,0.15,0.38)
(1.50,0.15,0.08,0.30,0.75)
(3.00.0.30,0.15,0.60, 1.50)
(4.50,0.45,0.23,0.90,2.25)

(24.00.2.40. 1.20,4.80, 12.00) 7
(24.00.2.40. 1.20,4.80, 12.00) 7
(24.00,2.40.1.20,4.80.12.00)
(24.00,2.40,1.20,4.80,12.00)
(36.00,3.60, 1.80,7.20,18.00)
(36.00,3.60. 1.80,7.20, 18.00) 7
(36.00.3.60. 1.80,7.20, 18.00) 1
(36.00.3.60. 1.80,7.20, 18.00) 1
(48.00,4.80.2.40,9.60.24.00)
(48.00,4.80,2.40,9.60,24.00)
(48.00,4.80.2.40,9.60,24.00)
(48.00,4.80.2.40,9.60,24.00)
(24.00.2.40. 1.20,4.80, 12.00) 7
(24.00,2.40.1.20,4.80.12.00)
(24.00,2.40,1.20,4.80,12.00)
(24.00,2.40,1.20,4.80,12.00)
(36.00,3.60. 1.80,7.20, 18.00) 7
(36.00.3.60. 1.80,7.20, 18.00) 1
(36.00.3.60. 1.80,7.20, 18.00) 1
(36.00,3.60.1.80,7.20.18.00)
(48.00,4.80,2.40,9.60,24.00)
(48.00,4.80,2.40,9.60,24.00)
(48.00,4.80.2.40,9.60,24.00)
(48.00.4.80.2.40,9.60,24.00)

0 )
(1014010 005 020 051)
(1.104,0.11,0.06,0.22,0.55)
(1.148.0.11,0.06.0.23.0.57)
(1.178.,0.12,0.06.0.24.0.59)
(1.421,0.14,0.07.0.28.0.71)
(1.518,0.15,0.08,0.30,0.76)
(1.651,0.17,0.08,0.33,0.83)
(1.741,0.17,0.09,0.35,0.87)
(1.610,0.16,0.08.0.32.0.81)
(1.790.0.18,0.09.0.36.0.90)
(1.928.0.19,0.10,0.39,0.96)
(1.867,0.19,0.09,0.37,0.93)
(4.459,0.45,0.22,0.89,2.23)
(4.799.0.48,0.24,0.96.2.40)
(5.023,0.50,0.25.1.00.2.51)
(5.422,0.54,0.27.1.08.2.71)
(5.797.0.58,0.29,1.16,2.90)
(4.974.0.50,0.25,0.99,2.49)
(6.025.0.60,0.30,1.21,3.01)
(6.687.0.67,0.33,1.34.3.34)
(5.268.0.53,0.26.1.05.2.63)
(6.702,0.67,0.34,1.34.3.35)
(7.325.0.73,0.37,1.47,3.66)
(7.288.0.73,0.36,1.46,3.64)

ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ'~1

ap-
proximately 3.15 g/I” and “approximately 30 m”
with X,

(3.15;0.32,0.16,0.63,1.56); and X, =
(30.00;3.00,1.50,6.00,15.00),, respectively. Then
the value of color suction is predicted as
¥ = 139056 (0.2061 © (3.15;0.32,0.16,0.63,1.56) )

@ (0.0501 ® (30.00;3.00,1.50,6.00, 15.00) ;)
(3.5427:0.2163,0.0859,0.4304, 1.0730) ,

It means that the predicted value of color suction is
“approximately 3.5427”. Therefore, for example, the
value of color suction is 3.5427 with the degree of
membership 1 and it is 3.40 with the degree of mem-
bership between 0.35 and 0.67.

The estimated values 37\1 and observed values y,
i=1,2,...,24 of color suction are shown in Table 2.
To evaluate the goodness of fit of proposed model, the
estimated values assessed using S ()71,3);1) and d* ()71,3);,),
i=1,2,...,24. Among 24 data points in Table 2, the
data point with number 23 has the smallest similarity
measure or the largest distance (see Table 3). It can be
regarded as possible outlier. To investigate the effects
of this outlier on model performance, it was removed
and then a new model was fitted to the remained data
as follows

5=1.9839® (0.1686 ©%,) @ (0.0329® %, ).

Note that the result of the model performance has been
improved after removing outlier (see the averages of
similarity measures and of square errors in Table 3).
For example the average value of & ()7”3/;,) decrease
from 5.1262 for the original model to 4.8962 after re-
moving outliers.

Table 2. The estimated values and observed values of color suction in Example 2.

¥ = 053811,8>533:8i) 7

i Vi = i Tip T T )7

1 (1.014,0.10,0.05,0.20,031),
2 (1.104,0.11,0.06,0.22,0.55),
3 (1.148,0.11,0.06,0.23,0.57)
4 (1.178,0.12,0.06,0.24,0.59)
5 (1421,0.14,0.07,0.28,0.71);
6 (1.518,0.15,0.08,0.30,0.76)
7 (1.651,0.17,0.08,0.33,0.83)
8 (1.741,0.17,0.09,0.35,0.87)
9 (1.610,0.16,0.08,0.32,0.81),
10 (1.790,0.18,0.09,0.36,0.90)
11 (1.928,0.19,0.10,0.39,0.96)
12 (1.867,0.19,0.09,0.37,0.93)
13 (4.459,045,0.22,0.89,2.23)
14 (4.799,0.48,0.24,0.96,2.40)
15 (5.023,0.50,0.25,1.00,2.51)
16 (5.422,0.54,0.27,1.08,2.71),
17 (5.797,0.58,0.29,1.16,2.90)
18 (4.974,0.50,0.25,0.99,2.49)
19 (6.025,0.60,0.30,1.21,3.01),
20 (6.687,0.67,0.33, 1.34,3.34)
21 (5.268,0.53,0.26.1.05,2.63)
2 (6.702,0.67,0.34,1.34,3.35)
23 (7.325,0.73,0.37.1.47.3.66)
24 (7.288,0.73,0.36,1.46,3.64)

(2.7484,0.14,0.07,0.27,0.68
2.9030,0.15,0.08,0.30,0.76
3.2122.0.18,0.09,0.36,0.91
3.5213,0.21,0.11,0.43.1.07
3.3501,0.20,0.10,0.39.0.98
3.5047,0.21,0.11,0.42.1.06
3.8138,0.24,0.12,0.48,1.21
4.1230,0.27,0.14,0.55,1.37
3.9517,0.26,0.13,0.51.1.28
4.1063.0.27,0.14,0.54.1.36
4.4155.0.30,0.15,0.61,1.51
4.7246.0.33,0.17,0.67.1.67

2.9030,0.15,0.08,0.30,0.76
3.2122,0.18,0.10,0.34,0.91
3.5213,0.21,0.11,0.43.1.07
3.3501,0.20,0.10,0.39.0.98
3.5047,0.21,0.11,0.42,
3.8138,0.24,0.12,0.48,
4.1230,0.27,0.14,0.55,
3.9517,0.26,0.13,0.51,
4.1063.0.27,0.14,0.54,
4.4155.0.30,0.15,0.61,
4.7246.0.33,0.17,0.67,

1.06
1.21
1.37
1.28
1.36
1.51
1.67

)
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
(2.7484.0.14,0.07.0.27.0.68)
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )
( )

SRR I T T I I NI

Table 3. Goodness of fit for the color characteristics in Example 2.

i S0y SELY)T dGLy) ARGy
1 0.7111 0.7179 3.0430 3.5381
2 0.6997 0.7168 3.2812 3.6823
3 0.6542 0.6887 4.3466 4.5556
4 0.6140 0.6530 5.6337 5.5936
5 0.6759 0.7187 3.7845 3.4897
6 0.6671 0.7173 4.0164 3.6015
7 0.6400 0.7093 4.7843 4.0924
8 0.6080 0.6799 5.8190 4.7957
9 0.6126 0.6976 5.6256 4.3291
10 0.6176 0.7092 5.4993 4.1000
11 0.5939 0.6878 6.3605 4.5959
12 0.5488 0.6364 8.4344 6.0910
13 0.5351 0.5224 3.2646 2.7898
14 0.5160 0.5016 3.9944 3.5761
15 0.4669 0.5048 3.6534 3.4665
16 0.5617 0.4913 4.0168 4.0508
17 0.4868 0.4417 6.5888 6.9917
18 0.4578 0.5228 2.4317 2.7747
19 0.4868 0.4530 5.3961 6.1866
20 0.4578 0.4240 7.2159 8.4599
21 0.5809 0.5208 1.9598 2.8598
22 0.4551 0.4156 7.4022 9.2471
23 0.4322 -——— 9.2644 -———
24 0.4579 0.4107 7.2121 9.7453
Mean 0.5681 0.5888 5.1262 4.8962

«:After removing outliers
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Example 3. The amount and status of water in soil is
described by different constants like SP, which shows
soils saturated by water. Both mineral and organic col-
loids; i.e., percentage of sand and soil organic matter,
can increase water capacity of soils (see Donahue et
al. 33 ). These different properties were measured us-
ing standard procedures (see Mohammadi and Taheri
14). But due to some impreciseness in related experi-
mental environment, the observed data were reported
as IVEN’s (see Table 4). Based on these data, we wish
to model a relation between SP (as the response vari-
able) and the silt of sand and soil (SILT), percentage
of sand content (SAND), and organic matter content

IVF Least Squares Regression

(OM) (as the exploratory variables) as follows

Vi=By@ (B ®X;) @ (B, ®X,) & (B3 ®%3).

1=

Table 4. Some measured soil protection in Example 3.

—_—

have
1 0.88 35 45 38
1 1.13 37 42 41
X = . . . ) Y = . )
1 1.08 42 44 37
0 021 875 11.25 9.50
0 030 9.25 10.50 10.25
= . . . , R= )
0 0.26 10.50 11.00 9.25

The parameters of IVF regression model are estimated
as

o 1
B, s, s 1™ S, R
P = X+-)(X+< X+-)(Y+ <=
By X+ X+3) X+2)(r+3)
Bs
24.00 38.03 703.31 1058.06 1188.31
_ 38.03  68.64162 110296  1666.56 1953.65
= 70331 110296  23047.66  30393.10 33662.86
1058.06  1666.56  30393.10  47054.58 52467.25
75.4846
- 7.0818
= ~0.5608
—0.4709

Hence, the optimal IVF regression model is obtained
as follows

y=75.4846 0 (7.0818 @) ® (—0.5608 ® X, ) & (—0.4709® X;).

The estimated values y, and observed values Y,

i=1,2,...,24 of soil protection listed in Table 5.

i OM SAND
1 (0.88,0.09,0.04,0.18.,0.44) ;. (35,3.50,1.75,7.00,17.50)
2 (1.13,0.11,0.06,0.22.0.57) - (37.3.70.,1.85,7.40,18.50)
3 (1.31,0.13,0.7,0.26,0.66) (27,2.70,1.35,5.40,13.50)
4 (1.98,0.20,0.10,0.37,0.99) (29,2.90,1.45,5.80,14.50)
5 (1.02,0.10,0.05,0.20.0.51) (38,3.80,1.90,7.60, 19.00) 1
6 (1.29.0.13,0.06,0.26.0.65) (32,3.20,1.60,6.40,16.00)
7 (1.52.0.15,0.08,0.30.0.76) - (29.2.90.1.45.5.80,14.50)
8 (1.33.0.13,0.07,0.27.0.67) (18.1.80,0.90,3.60,9.00) -
9 (1.71,0.17,0.09,0.34,0.86) - (40,4.00,2.00,8.00,20.00)
10 (2.00,0.20,0.10,0.40, 1.00) - (28,2.80,1.40,5.60,14.00)
11 (1.68,0.17,0.08,0.33,0.84) (13,1.30,0.65,2.60,6.50)
12 (2.15,0.22,0.11,0.43. 1.08) - (19.1.90,0.95.3.80.9.50) 1
13 (3.52,0.35,0.18,0.70, 1.76) - (31,3.10,1.55,6.20,15.50)
14 (2.33,0.23,0.12,0.47.1.17) (31,3.10,1.55,6.20,15.50)
15 (1.71,0.17,0.09,0.34,0.86) (17,1.70,0.85,3.40,8.50)
16 (1.14,0.11,0.06,0.23,0.57) (14,1.40,0.70,2.80,7.00)
17 (0.99.0.10,0.05,0.20.0.50) (19.1.90.0.95,3.80,9.50)
18 (1.14,0.11,0.06,0.23,0.57) - (28,2.80,1.40,5.60, 14.00)
19 (1.46,0.15,0.07,0.29,0.73) (26,2.60.1.30,5.20,13.00)
20 (1.81,0.18,0.09,0.36,0.91) (32,3.20.1.60,6.40,16.00)
21 (1.38,0.14,0.07,0.28,0.69) (10,1.00,0.50,2.00,5.00)
22 (0.84,0.08,0.04,0.17.0.42) (38,3.80,1.90,7.60,19.00)
23 (1.48.0.15,0.07,0.30.0.74) (49.4.90.2.45.9.80,24.50)
24 (1.08,0.11,0.05,0.22,0.54) . (42,4.20,2.10,8.40,21.00)
“Table 4. (Continued)”
i SILT SP
1 (45,4.50,2.25,9.00.22.50) (38,3.80,1.90,7.60, 19.00)
2 (42,4.20,2.10,8.40.21.00) (41,4.10,2.05,8.20,20.50)
3 (43,4.30,2.15,8.60,21.50) (47.5,4.75,2.38,9.50,23.75)
4 (41,4.10,2.05,8.20,20.50) (51,5.10,2.55,10.20,25.50) -
5 (39.3.90,1.95.7.80. 19.50) (35.3.50,1.75,7.00,17.50)
6 (39.3.90,1.95.7.80. 19.50) (43.4.30,2.15.8.60,21.50)
7 (37,3.70,1.85,7.40. 18.50) (54,5.40,2.70,10.80,27.00)
8 (45,4.50,2.25,9.00.22.50) (52.5.20,2.60,10.40,26.00) 1
9 (38,3.80,1.90,7.60, 19.00) (45,4.50,2.25,9.00,22.50)
10 (46,4.60,2.30,9.20,23.00) (50,5.20,2.50, 10.00,20.00) -
11 (40,4.00,2.00,8.00.20.00) 5 (58.6,5.86,2.93,11.72.29.3)
12 (41,4.10,2.05,8.20.20.50) 5 (62,6.20,3.10,12.40,31.00)
13 (41,4.10,2.05,8.20.20.50) 5 (60,6.00,3.00,12.00,30.00)
14 (42,4.20.2.10,8.40.21.00) 5 (52.5.20,2.60,10.40,26.00) 1
15 (50,5.20,2.50,10.00,20.00) - (52,5.20,2.60, 10.40,26.00) -
16 (53,5.30,2.65,10.60,26.50) (49,4.90,2.45,9.80,24.50)
17 (44.4.40.2.20.,8.80.22.00) 7 (49.4.90.2.45.9.80,24.50)
18 (43,4.30,2.15,8.60.21.50) 5 (44,4.40,2.20,8.80,22.00)
19 (44.4.40.2.20,8.80,22.00) 5 (49.4.90.2.45.9.80,24.50)
20 (42,4.20.2.10,8.40.21.00) 5 (50.3,5.03,2.52,10.06.25.15)
21 (49,4.90,2.45,9.80,24.50) (52,5.20,2.60, 10.40,26.00) -
22 (43,4.30,2.15,8.60,21.50) (42,4.20,2.10,8.40,21.00)
23 (35,3.50,1.75,7.00.17.50) 7 (40,4.00,2.00,8.00,20.00)
24 (44,4.40,2.20,8.80.22.00) (37,3.70,1.85,7.40,18.50)

Based on Section 4, and using the matrix forms, we

Table 5. The estimated values and observed values of soil protection in Example 3.

Vi = Wit T T T )y

¥ = 08115855138 ) 7

1 (38,3.80,1.90,7.60, 19.00) (40.90;2.68,4.36,21.68,11.28)
2 (41,4.10,2.05.8.20.20.50) (42.96;2.80.4.48,21.88.12.07)
3 (47.5,4.75,2.38,9.50,23.75) (49.37;2.69.4.03,19.53.11.75)
4 (51,5.10,2.55.10.2.25.5) 1 (53.94:3.19.4.26,20.61. 14.12)
5 (35,3.50,1.75,7.00.17.50) (43.03;2.69.4.32,21.25,11.54)
6 (43,4.30,2.15,8.60,21.50) (48.31;2.74,4.05,19.99,11.89) 1
7 (54,5.40,2.70,10.80,27.00) - (52.56;2.75,3.93,18.96,12.12)
8 (52.5.20.2.60,10.40,26.00) (53.62;2.48.3.62,17.55.11.00)
9 (45.4.50,2.25.9.00.22.50) (47.27;3.22,4.67,22.56. 14.08)
10 (50.5.20.2.50, 10.00,20.00) - (52.28;3.28.4.44,21.51.14.55)
11 (58.6.5.86,2.93,11.72,29.3) (61.25;2.51,3.18,15.46,11.17)
12 (62,6.20,3.10,12.40,31.00) (60.75;2.98,3.77,18.02,13.57)
13 (60,6.00,3.00,12.00,30.00) (63.72;4.31,4.94,23.30,19.80)
14 (52.5.20.2.60. 10.40,26.00) (54.82;3.49.4.56,21.90.15.72)
15 (52.5.20.2.60, 10.40,26.00) - (54.52;2.86.3.94,18.94.12.63) 1
16 (49.4.90.2.45,9.80,24.50) 5 (50.75;2.42.3.70,18.02,10.59)
17 (49,4.90.2.45,9.80.24.50) (51.12;2.28.3.49,17.10,9.74)

18 (44,4.40,2.20,8.80,22.00) (47.61;2.58,4.02,19.60,11.22)
19 (49,4.90,2.45,9.80,24.50) (50.52;2.83,4.02,19.70,12.23)
20 (50.3,5.03,2.52,10.06,25.15) (50.58;3.16.4.41,21.40.13.99) -
21 (52.5.20.2.60, 10.40,26.00) - (56.58;2.42,3.36,16.32,10.62)
22 (42.4.20.2.10.,8.40.21.00) 5 (39.87;2.64.4.44,21.97.11.28) 1
23 (40,4.00.2.00,8.00.20.00) 5 (42.00;3.26,4.89,24.10,14.03)
24 (37.3.70.1.85,7.40.18.50) (38.86;2.99,4.78,23.69.12.68) -
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For evaluating the goodness of fit of IVF regression
model, the similarity measures S(y;,y;), and the dis-

tance d? ()71,/)%1) are obtained in Table 6.
Among 24 data points, the values of similarity mea-
sures are approximately similar, but the values of in-

dex d?(.,.) for data points with numbers 5,7,12, and 22
are more than others. They can be regarded as possible
outliers. To investigate the effects of possible outliers
on model performance, they were removed and a new
model was fitted to the remained data as follows

§=69.5331 (6921307, ) ®(—0.5123®%,) @ (~0.3699 © ;).

The updated results of d° ()NQ,S)N\,) are given in column

4 of Table 6. As seen in this table, the IVF regres-
sion model is improved after removing outliers. Par-
ticularly, the average value of d?(.,.) decreases from
4.6467 for the original model to 1.1216 after removing
outliers.

Table 6. Goodness of fit for the soil protection in Example 3.

i S03)  d0p3)  dG.5)"
1 0.0624 0.3853 0.9241
2 0.0596 0.1159 0.0645
3 0.0619 0.0096 0.0584
4 0.0535 0.4420 0.0114
5 0.0582 35.1506 -
6 0.0575 9.6424 6.7753
7 0.0574 14.6891 -
8 0.0574 0.4786 1.6281
9 0.0621 0.0001 0.0815
10 0.0602 0.0000 0.0088
11 0.0593 9799 0.1788
12 0.0578 13.3670 -———
13 0.0528 2.2112 0.5983
14 0.0449 0.3119 0.0214
15 0.0521 0.0610 0.0050
16 0.0646 0.3029 0.2209
17 0.0612 0.0287 0.5649
18 0.1088 1.8632 1.2184
19 0.0689 0.6273 1.2139
20 0.0582 4.2982 5.5191
21 0.0615 5.5486 3.1675
22 0.0637 20.7148 -
23 0.0671 0.0904 0.1609
24 0.0606 0.2027 0.0106
Mean 0.0616 4.6467 1.1216

«:After removing outliers

In an IVF regression model, we have 2 submodels
for each subset of p € {0,1,...,k} explanatory vari-
ables. Based on variables proposed in Example 3, we
have presented 2® IVF regression submodels and also,
some indices of variable selection (R, R and MSE),)
in Table 7. Since R in full model with p = 4 regres-
sors has the highest values of 7?2, the full regression
model is the best selection between presented IVF re-
gression submodels. Also, based on MSE,, the result
of variable selection is similar. (i.e., MSE, in the full
regression model is the minimum value).

Table 7. Variable selection for the soil protection in Example 3.

Number of P Regressors SSEp RIZ) Rlz, MSE,,
regressors in model
None 1 None 1224.3660 0 0 53.2333
1 2 X 629.8066 0.4856 0.4622 28.6276
1 2 Xy 672.1173 0.4510 0.4261 30.5508
1 2 X3 1208.9010 0.0126 —0.0322 54.9501
2 3 X(Xy 163.4566 0.8665 0.8538 7.7836
2 3 XXy 561.2320 0.5416 0.4980 26.7253
2 3 Xy Xy 495.1245 0.5956 0.5571 23.5774
3 4 X Xy Xy 111.5211 0.9089 0.8953 5.5761

7 Conclusion

The new approach proposed in this paper for esti-
mating the parameters a regression model in interval-
valued fuzzy environment, has certain merits as fol-
lows:

I) It is established upon a new signed distance, which
is an extended version of the Yao-Wu signed dis-

tance 46 .

IT) The available data of both explanatory variable(s)
and response variable are triangular interval-
valued fuzzy numbers.

III) To evaluate the proposed regression model, we
introduce some new indices on the basis of the
concepts of the similarity measure, the square er-
rors, and (adjusted) coefficient of multiple deter-
mination.

The extension of results for modelling a multivariate
IVF regression model using the least absolutes ap-
proach and also, testing parameters of proposed IVF
regression model, can be investigated in the future re-
searches.
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