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Abstract

The purpose of this study is to introduce a new regression model, based on the least squares method, when the available data of both explanatory variable(s) and response variable are interval-valued fuzzy (IVF) numbers. The proposed method is based on a new metric on the space of IVF numbers, which is an extended version of the signed distance introduced by Yao and Wu (2000). In order to evaluate the goodness of fit of the proposed model, we introduce some new indices based on the similarity measure and the coefficient of multiple determination. Finally, the application of proposed approach is provided to model some real data.
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1 Introduction

Regression is a very powerful tool in statistic for analyzing data and finding the relationship between variables. Fuzzy regression in 1980 decade after presenting fuzzy set theory by Zadeh 1, has been studied. In general, there are two approaches for modelling a linear regression in imprecise (fuzzy) environments. In first approach, the parameters of regression model are estimated based on the linear/goal programming methods and in second approach, they are estimated based on least absolutes/least squares errors methods. The first studies on regression analysis in fuzzy environment initiated by Tanaka et al. 2,3 based on linear programming method and by Celmins 4 and Diamond 5 based on least squares errors method. For studying some other works on regression model based on linear/goal programming methods, see Yen et al. 6, Nasrabadi and Nasrabadi 7, Hasanpour et al. 8,9.

In this paper, we focus on the least squares regression model. Hence, some approaches in this topic can be presented as follows: Wünsche and Näther 10 investigated an approach to model the least squares fuzzy regressions using $L_2$ metric and based on random fuzzy variables. Yang and Lin 11 studied the estimation of fuzzy parameters of a regression model based on least squares method when the input and output data are fuzzy. Wu 12 and Kao and Chyu 13 introduced a least squares regression model using the extension principle and based on fuzzy observation. Mohammadi and Taheri 14 studied a least squares regression model using the extension principle and based on fuzzy observation. Mohammadi and Taheri 14 studied a least squares regression model using the extension principle and based on fuzzy observation.
response variables. Arabpour and Tata\textsuperscript{16} presented a least squares method for estimating the parameters of fuzzy regression model based on the distance introduced by Diamond\textsuperscript{5}. Choi and Yoon\textsuperscript{17} introduced a general fuzzy regression model, which separates the response function on a mode and spreads of an $\alpha$-level set for an observed fuzzy number, to estimate a fuzzy relation between two fuzzy random variables. Ferraro and Giordani\textsuperscript{18} investigated the multiple linear regression model in the presence of one or more imprecise (fuzzy) elements. Wu\textsuperscript{19} presented a least squares fuzzy linear regression model with fuzzy parameter and imprecise (fuzzy) input and output data. In this approach, the $\alpha$-cuts of fuzzy linear regression model is constructed based on some statistical techniques. Taheri and Kelkinnama\textsuperscript{20} and Kelkinnama and Taheri\textsuperscript{21} also investigated some approaches to model the fuzzy linear regression based on least absolute methods. Roh \textit{et al.}\textsuperscript{22} studied an estimation approach to determine the parameters of the fuzzy linear regression model. In this study, a new methodology of fuzzy linear regression based on the design method of polynomial neural networks is proposed. For an overview on the various methods of regression models in imprecise environment, see Taheri\textsuperscript{23}.

The regression models in imprecise environments can be used in other fields. For example, An \textit{et al.}\textsuperscript{24} studied some techniques for machine learning based on support vector regression when the available data are as the interval data, and Sentürk\textsuperscript{25} investigated some fuzzy regression control charts for evaluating the process in which the average has a trend and the data represents a linguistic value. Also, we will need to introduce some new procedures (in future works) for analyzing the regression models based on soft computing methods\textsuperscript{26,27,28} and/or using the methods of computing with words\textsuperscript{29,30}.

Although the fuzzy sets theory provides the useful methods for modelling complex systems, but there are some situations that the evaluations of membership and non-membership values are not possible, and consequently, there remains an indeterministic value on which hesitation survives. Certainly, the fuzzy sets theory is not appropriated to deal with such problems. The interval-valued (intuitionistic) fuzzy sets theory\textsuperscript{31,32,33} is a generalization of fuzzy sets theory which can answer in such situations. This theory has been widely applied in various fields such as: decision making\textsuperscript{34}, logic programming\textsuperscript{35,36}, medical diagnosis\textsuperscript{37}, pattern recognition\textsuperscript{38}, and ...

Based on knowledge of the authors, there has not been any work in the problem of linear regression analysis in interval-valued fuzzy environment. Hence, in this paper, we want to model a least square regression based on interval-valued fuzzy data. For executing this idea, we first extend the Yao-Wu signed distance between interval-valued fuzzy numbers, and then, the parameters of regression model are estimated.

The paper is organized as follows: In Section 2, we review some preliminary concepts on interval-value fuzzy sets. In Section 3, the Yao-Wu signed distance is extended based on interval-valued fuzzy numbers. In Section 4, we propose a least squares approach to analyze a multivariate regression model when the input and output data of model are as interval-valued fuzzy numbers. In Section 5, some new indices to evaluate the goodness of fit of proposed regression model are introduced. Application of the proposed approach to model some real data is studied in Section 6. Finally, in Section 7, a brief conclusion is provided.

2 Preliminary concepts

Let $X$ be an universal set. A fuzzy set $\tilde{A}$ is defined as $\tilde{A} = \{(x, \mu_\tilde{A}(x)) : x \in X\}$, where $\mu_\tilde{A}(x) : X \rightarrow [0,1]$ is the degree of membership of $x$ into $\tilde{A}$. Thus, it is clear that the degree of non-membership of $x$ into $\tilde{A}$ is $1 - \mu_\tilde{A}(x)$. Note that, in some cases, the degree of non-membership is not always defined as $1 - \mu_\tilde{A}(x)$.

For solving this problem, Atanassov\textsuperscript{31} generalized the notion of fuzzy set theory to the concept of the intuitionistic fuzzy set (IFS) which was composed of the membership degree, non-membership degree and indeterminacy degree of $x$ into $\tilde{A}$. Also, Gau and Buehler\textsuperscript{39} introduced the concept of vague sets (VS), which is another generalization of fuzzy sets. Another well-known generalization of ordinary fuzzy sets is the concept of interval-valued fuzzy set (IVFS) introduced by Goralczany\textsuperscript{32}, Atanassov and Gargov\textsuperscript{33}. Note that these approaches are in general not independent and there exist relationships among them (see also, Bustince and Burl-
llio 40).

Since, in this paper, we focus on the regression models in the interval-valued fuzzy environment, we recall some preliminary concepts about the interval-valued fuzzy set as follow (see Turksen 41, Kumar and Biswas 42, Grzegorzewski 43, Guha and Chakraborty 44).

**Definition 1.** An interval-valued fuzzy set \( \tilde{A} \) on the universal set \( X \) is defined as
\[
\tilde{A} = \{(x, \mu_{\tilde{A}}(x), v_{\tilde{A}}(x)) | x \in X \},
\]
where \( \mu_{\tilde{A}} : X \to [0, 1] \) is the “degree of membership”, \( v_{\tilde{A}} : X \to [0, 1] \) is the “degree of nonmembership”, and \( 0 \leq \mu_{\tilde{A}}(x) + v_{\tilde{A}}(x) \leq 1 \) for all \( x \in X \). Also, the value \( \tau_{\tilde{A}}(x) = 1 - \mu_{\tilde{A}}(x) - v_{\tilde{A}}(x) \) is called the “degree of indeterminacy” of the element \( x \in X \) to the IVFS \( \tilde{A} \).

Note that in the above definition, \( \mu_{\tilde{A}}(x) \) is the lower bound for degree of membership of \( x \) into \( \tilde{A} \), and \( v_{\tilde{A}}(x) \) is the lower bound for negation of membership of \( x \) into \( \tilde{A} \). Therefore, the degree of membership of \( x \) into the interval-valued fuzzy set \( \tilde{A} \) is characterized by the interval \( [\mu_{\tilde{A}}(x), 1 - v_{\tilde{A}}(x)] \).

**Definition 2.** An interval-valued fuzzy set \( \tilde{A} \) is called an interval-valued fuzzy number (IVFN), if

(i) There exist \( m \in R \), such that \( \mu_{\tilde{A}}(m) = 1 \) and \( v_{\tilde{A}}(m) = 0 \).

(ii) The membership and non-membership functions are the continuous mapping from \( R \) to \([0, 1] \) as follows:
\[
\mu_{\tilde{A}}(x) = \begin{cases} 
  f_1(x) & m - s_1 \leq x < m, \\
  1 & x = m, \\
  h_1(x) & m < x < m + s_2, \\
  0 & \text{otherwise},
\end{cases}
\]
\[
v_{\tilde{A}}(x) = \begin{cases} 
  f_2(x) & m - s_3 \leq x < m, \\
  0 & x = m, \\
  h_2(x) & m < x < m + s_4, \\
  1 & \text{otherwise},
\end{cases}
\]
where, \( f_1, h_1, f_2, h_2 \) are strictly increasing functions and \( h_1 \) and \( f_2 \) are strictly decreasing functions.

Also, \( s_1, s_2 \geq 0 \) and \( s_3, s_4 \geq 0 \) are the spreads of \( \mu_{\tilde{A}}(x) \) and \( v_{\tilde{A}}(x) \), respectively. An IVFN is denoted by \( \tilde{A} = (m, s_1, s_2, s_3, s_4) \).

**Example 1.** In the following, the membership and non-membership functions of an IVFN number are given (Fig. 1)
\[
\mu_{\tilde{A}}(x) = \begin{cases} 
  e^{-(\frac{x-m}{s_1})^2}, & -\infty \leq x < 20 \\
  e^{-(\frac{x-m}{s_2})^2}, & 20 \leq x < \infty
\end{cases}
\]
\[
v_{\tilde{A}}(x) = \begin{cases} 
  1 - e^{-(\frac{x-m}{s_3})^2}, & -\infty \leq x < 20 \\
  1 - e^{-(\frac{x-m}{s_4})^2}, & 20 \leq x < \infty
\end{cases}
\]
These values represent the interval-valued fuzzy number “approximately 20”, in which the degree of membership in each point \( x \) is characterized by the interval \( [\mu_{\tilde{A}}(x), 1 - v_{\tilde{A}}(x)] \) (see Fig. 1). For instance, the degree of membership for \( x = 20 \) is exactly equal to 1, and for \( x = 15 \) is a value between 0.37 and 0.73.

![Interval-valued fuzzy number in Example 1.](image)

**Definition 3.** An interval-valued fuzzy number \( \tilde{A} \) is called a LR-IVFN, if the membership and non-membership functions are as
\[
\mu_{\tilde{A}}(x) = \begin{cases} 
  L \left( \frac{x-m}{s_1} \right) & m - s_1 \leq x < m, \\
  1 & x = m, \\
  R \left( \frac{x-m}{s_2} \right) & m < x < m + s_2, \\
  0 & \text{otherwise},
\end{cases}
\]
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where, \( L(\cdot) \) and \( R(\cdot) \) are strictly decreasing functions from \( \mathbb{R}^+ \) to \([0,1]\), and \( L(0) = R(0) = 1 \). \( L(\cdot) \) and \( R(\cdot) \) are called the reference functions. A LR-IVFN is denoted by \( \tilde{A} = (m; s_1, s_2, s_3, s_4)_{LR} \) (see Guha and Chakraborty 44). Note that based on the different functions for \( L(\cdot) \) and \( R(\cdot) \), we can provide the wide kinds of LR-IVF numbers. A well-known case of LR-IVF numbers is the triangular interval-valued fuzzy number (TIVFN) that is given as follows.

**Remark 1.** The interval-valued fuzzy number \( \tilde{A} \) is called a triangular interval-valued fuzzy number (TIVFN), denoted by \( \tilde{A} = (m; s_1, s_2, s_3, s_4)_{LR} \), if \( L(\cdot) = R(x) = \max\{0, 1 - x\} \) for all \( x \in [0,1] \). Note that in such a case, \( s_3 > s_1 \) and \( s_4 > s_2 \) (for proof, see, Guha and Chakraborty 44).

**Definition 4.** (Guha and Chakraborty 44, Taheri and Zarei 45) Let \( \tilde{A} \) be an IVF on \( X \). Then, the \( \alpha \)-cuts of \( \tilde{A} \) are defined by the following two crisp sets

\[
\tilde{A}^\alpha = \{ x : \mu_{\tilde{A}}(x) \geq \alpha \},
\]

\[
\tilde{A}^\alpha_{\alpha} = \{ x : 1 - \nu_{\tilde{A}}(x) \geq \alpha \}.
\]

In a special case, if \( \tilde{A} = (m; s_1, s_2, s_3, s_4)_{LR} \) is a LR-IVFN on \( X \), then the \( \alpha \)-cuts of \( \tilde{A} \) are as follows

\[
\tilde{A}^\alpha_{\alpha} = \{ m - s_1L^{-1}(\alpha), m + s_3R^{-1}(\alpha) \},
\]

\[(8)
\tilde{A}^\alpha_{\alpha} = \{ m - s_2L^{-1}(\alpha), m + s_2R^{-1}(\alpha) \}.
\]

In the following, the arithmetic operations on LR-IVFN’s are defined based on the “Extension Principle” for IVF sets (see Taheri and Zarei 45).

**Proposition 1.** Let \( \tilde{M} = (m; s_1, s_2, s_3, s_4) \) and \( \tilde{N} = (r_1, r_2, r_3, r_4) \) be two LR-IVFN’s and \( \lambda \in \mathbb{R} \backslash \{0\} \). Then,

\[(9)
\tilde{M} \odot \tilde{N} = (m; s_1, s_2, s_3, s_4)_{LR} \odot (r_1, r_2, r_3, r_4)_{LR}
\]

\[(10)
= (m - n; s_1 + r_1, s_2 + r_2, s_3 + r_3, s_4 + r_4)_{LR}.
\]

**Definition 5.** (Hung and Yang 38) Let \( \tilde{A} \) and \( \tilde{B} \) be two IVF sets. Then

(i) \( \tilde{A} \subseteq \tilde{B} \) if and only if for each \( x \in X \), \( \mu_{\tilde{A}}(x) \leq \mu_{\tilde{B}}(x) \) and \( \nu_{\tilde{A}}(x) \geq \nu_{\tilde{B}}(x) \),

(ii) \( \tilde{A} = \tilde{B} \) if and only if for each \( x \in X \), \( \mu_{\tilde{A}}(x) = \mu_{\tilde{B}}(x) \) and \( \nu_{\tilde{A}}(x) = \nu_{\tilde{B}}(x) \).

3 Extension of the Yao-Wu signed distance

In this section, we define a new distance between the interval-valued fuzzy numbers. This distance is an extended version of the Yao-Wu signed distance 46. It should be mentioned that the distance between IVF sets introduced by some other authors, for instance, Atanassov 31, Grzegorzewski 43, Hung and Yang 38, Guha and Chakraborty 44 and Li et al. 47.

**Definition 6.** Let \( \tilde{A} \) and \( \tilde{B} \) be two interval-valued fuzzy numbers. The extension of Yao-Wu signed distance between \( \tilde{A} \) and \( \tilde{B} \) is defined as follows

\[(11)
d(\tilde{A}, \tilde{B}) = \frac{1}{2} \int_0^1 (M_\alpha(\tilde{A}_\alpha) - M_\alpha(\tilde{B}_\alpha)) d\alpha
\]

\[+ \frac{1}{2} \int_0^1 (M_\alpha(\tilde{A}_\alpha) - M_\alpha(\tilde{B}_\alpha)) d\alpha,
\]

where

\[M_\alpha(\tilde{A}_\alpha) = \frac{1}{2} (\tilde{A}_\alpha^L + \tilde{A}_\alpha^R),
\]

\[M_\alpha(\tilde{A}_\alpha) = \frac{1}{2} (\tilde{A}_\alpha^L + \tilde{A}_\alpha^R),
\]

and, \( \tilde{A}_\alpha^L, \tilde{A}_\alpha^R, \tilde{A}_\alpha^L, \tilde{A}_\alpha^R \) are the \( \alpha \)-cuts of \( \tilde{A} \), and \( \tilde{B}_\alpha^L, \tilde{B}_\alpha^R, \tilde{B}_\alpha^L, \tilde{B}_\alpha^R \) are the \( \alpha \)-cuts of \( \tilde{B} \).
Remark 2. Note that if the IVF numbers $\tilde{A}$ and $\tilde{B}$ is reduced to fuzzy numbers, then, the distance introduced in Definition 6, is reduced to the Yao-Wu signed distance 46 as follows
\[
d(\tilde{A}, \tilde{B}) = \int_{0}^{1} (M_\alpha(\tilde{A}) - M_\alpha(\tilde{B})) d\alpha,
\]
where
\[
M_\alpha(\tilde{A}) = \frac{\tilde{a} + \tilde{b}}{2}, \quad M_\alpha(\tilde{B}) = \frac{\tilde{b} + \tilde{c}}{2}.
\]

In a special case, if $\tilde{A} = (a_i, s_1, s_2, s_3, s_4)$ and $\tilde{B} = (b_i, r_1, r_2, r_3, r_4)$ are the triangular IVFN's, then the extension of Yao-Wu signed distance between $\tilde{A}$ and $\tilde{B}$ is presented as
\[
d(\tilde{A}, \tilde{B}) = a - b + \frac{1}{4}[(s_2 - s_1 + s_4 - s_3) - (r_2 - r_1 + r_4 - r_3)].
\]

Definition 7. Let $\tilde{A}$ and $\tilde{B}$ be two IVFN's. Then, the ranking of $\tilde{A}$ and $\tilde{B}$ is expressed as
\[
\begin{align*}
d(\tilde{A}, \tilde{B}) > 0 & \iff d(\tilde{A}, 0) > d(\tilde{B}, 0) \iff \tilde{A} > \tilde{B}, \\
d(\tilde{A}, \tilde{B}) < 0 & \iff d(\tilde{A}, 0) < d(\tilde{B}, 0) \iff \tilde{A} < \tilde{B}, \\
d(\tilde{A}, \tilde{B}) = 0 & \iff d(\tilde{A}, 0) = d(\tilde{B}, 0) \iff \tilde{A} \approx \tilde{B}.
\end{align*}
\]

Lemma 2. Let $\tilde{A}, \tilde{B}, \tilde{C} \in IVFN(R)$. Then, the signed distance introduced in Definition 6 satisfies the following properties:
\begin{enumerate}
  \item $d(\tilde{A}, \tilde{B}) = -d(\tilde{B}, \tilde{A})$,
  \item $d(\tilde{A}, \tilde{B}) + d(\tilde{B}, \tilde{C}) = d(\tilde{A}, \tilde{C})$,
  \item $\tilde{A} \approx \tilde{B} \Rightarrow \tilde{B} \approx \tilde{A}$,
  \item $\tilde{A} \approx \tilde{B}, \tilde{B} \approx \tilde{C} \Rightarrow \tilde{A} \approx \tilde{C}$.
\end{enumerate}

Proof. (i) It follows from the signed distance property
\[
d(\tilde{A}, \tilde{B}) = d(\tilde{A}, 0) - d(\tilde{B}, 0) = -(d(\tilde{B}, 0) - d(\tilde{A}, 0)) = -d(\tilde{B}, \tilde{A}),
\]
(ii) From item (i), we have
\[
d(\tilde{A}, \tilde{B}) + d(\tilde{B}, \tilde{C}) = d(\tilde{A}, 0) - d(\tilde{B}, 0) + d(\tilde{B}, 0) - d(\tilde{C}, 0) = d(\tilde{A}, \tilde{C}),
\]
(iii) From item (i) and Definition 7, we have
\[
\tilde{A} \approx \tilde{B} \iff d(\tilde{A}, \tilde{B}) = 0 = -d(\tilde{B}, \tilde{A}),
\]
Hence, $d(\tilde{B}, \tilde{A}) = 0$, and $\tilde{B} \approx \tilde{A}$.
(iv) It is simple based on item (ii) and Definition 7. □

4 Multivariate least squares regression based on interval-valued fuzzy data

In this section, we introduce a linear regression model based on the extension of Yao-Wu signed distance between the interval-valued fuzzy input-output data. For simplicity, we assume that the input-output data are the triangular IVFN’s. We want to fit a regression model with the crisp coefficients $\beta_j$, $j = 0, 1, ..., k$, and based on the triangular IVF observations $(\tilde{x}_i, \tilde{y}_i, \tilde{y}_{i1}, ..., \tilde{y}_{ik})$, $i = 1, 2, ..., n$, as follows
\[
\tilde{y}_i = \beta_0 + (\beta_1 \odot \tilde{x}_{i1}) + ... + (\beta_k \odot \tilde{x}_{ik})
\]
where, $\tilde{x}_i = (x_{i1}, r_{i1}, r_{i2}, r_{i3}, r_{i4})$ and $\tilde{x}_{ij} = (s_{ij1}, s_{ij2}, s_{ij3}, s_{ij4})$, $i = 1, ..., n$, $j = 1, ..., k$. Based on the distance introduced in Definition 6 and the arithmetic operations on LR-IVFN's (Proposition 1), the sum of squares errors for the regression model (15) is obtained as follows
\[
\begin{align*}
SSE &= \sum_{i=1}^{n} d^2 \left[ \tilde{y}_i \oplus (\tilde{\beta}_1 \odot \tilde{x}_{i1}) \oplus ... \oplus (\tilde{\beta}_k \odot \tilde{x}_{ik}) \right] \\
&= \sum_{i=1}^{n} \left[ (\tilde{y}_i - \beta_0 - \sum_{j=1}^{k} \beta_j \odot \tilde{x}_{ij})^2 + \left( \sum_{j=1}^{k} \beta_j \odot \tilde{x}_{ij} - \tilde{y}_{ij} \right)^2 \right].
\end{align*}
\]
\[
\frac{\partial \text{SSE}}{\partial \beta_0} = \frac{n}{8} \sum_{i=1}^{n} (y_i - \bar{y}) - n \beta_0 - \sum_{i=1}^{n} \sum_{j=1}^{k} \beta_j (x_{ij} - \bar{x}) (y_i - \bar{y}),
\]

(17)

\[
\frac{\partial \text{SSE}}{\partial \beta_j} = \frac{n}{8} \sum_{i=1}^{n} (x_{ij} + \frac{1}{8} S_{ij}) (y_i - \bar{y}) - \sum_{i=1}^{n} \sum_{j=1}^{k} \beta_j (x_{ij} + \frac{1}{8} S_{ij}).
\]

By taking \( \frac{\partial \text{SSE}}{\partial \beta_j} = 0 \) for \( j = 0, 1, \ldots, k \), and using the matrix forms, we can rewrite the above relations as follows:

\[
(X + \frac{S}{8} y)(X + \frac{S}{8}) = (X + \frac{S}{8} y)(Y + \frac{R}{8}),
\]

(18)

where, \( R = [R_1, R_2, \ldots, R_n]' \), \( Y = [y_1, y_2, \ldots, y_n]' \), \( \beta = [\beta_0, \beta_1, \ldots, \beta_k] \), and

\[
X = \begin{bmatrix}
1 & x_{11} & \cdots & x_{1k} \\
1 & x_{21} & \cdots & x_{2k} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{n1} & \cdots & x_{nk}
\end{bmatrix}_{n \times (k+1)},
\]

\[
S = \begin{bmatrix}
0 & S_{11} & \cdots & S_{1k} \\
0 & S_{21} & \cdots & S_{2k} \\
\vdots & \vdots & \ddots & \vdots \\
0 & S_{n1} & \cdots & S_{nk}
\end{bmatrix}_{n \times (k+1)}.
\]

If \( (X + \frac{S}{8} y)(X + \frac{S}{8}) \) is a nonsingular matrix (i.e., \( [(X + \frac{S}{8} y)(X + \frac{S}{8})]^{-1} \) exists), then the parameters of regression model are estimated as follows:

\[
\hat{\beta} = \left[(X + \frac{S}{8} y)(X + \frac{S}{8})\right]^{-1} \left[(X + \frac{S}{8} y)(Y + \frac{R}{8})\right].
\]

(19)

Theorem 3. The proposed IVF regression model is estimated such that it can be partitioned as follows:

\[
\text{SST} = \text{SSE} + \text{SSR},
\]

where, \( \text{SST} = \sum_{i=1}^{n} d^2(\hat{y}_i, \bar{y}) \), \( \text{SSE} = \sum_{i=1}^{n} d^2(\hat{y}_i, \tilde{y}_i) \), and \( \text{SSR} = \sum_{i=1}^{n} d^2(\tilde{y}_i, \bar{y}) \) are the total sum of squares, the sum of squares errors, and the regression sum of squares, respectively.

Proof.

From \( \frac{\partial \text{SSE}}{\partial \beta_0} = 0 \) in Equation (17), we can inference the following result:

\[
\hat{\beta}_0 = \frac{1}{n} \sum_{i=1}^{n} (y_i + \frac{1}{8} R_i) - \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{k} \hat{\beta}_j (x_{ij} + \frac{1}{8} S_{ij}),
\]

(20)

\[
d(\tilde{y}_0, 0) = \frac{1}{n} \sum_{i=1}^{n} d(\tilde{y}_i, 0)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} d(\hat{\beta}_0 + (\hat{\beta}_1 \otimes \tilde{y}_i) + \cdots + (\hat{\beta}_k \otimes \tilde{y}_i), 0)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} d(\tilde{y}_i, (\hat{\beta}_0 \otimes \tilde{y}_i) + \cdots + (\hat{\beta}_k \otimes \tilde{y}_i), 0)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \left[ d(\tilde{y}_i, \hat{\beta}_1 \otimes \tilde{y}_i) + \cdots + d(\tilde{y}_i, \hat{\beta}_k \otimes \tilde{y}_i) \right]
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \left[ d(\tilde{y}_i, \hat{\beta}_1 \otimes \tilde{y}_i) + \cdots + d(\tilde{y}_i, \hat{\beta}_k \otimes \tilde{y}_i) \right] + \frac{1}{n} \sum_{i=1}^{n} d(\tilde{y}_0, 0) = \frac{1}{n} \sum_{i=1}^{n} d(\tilde{y}_i, 0) + 0.
\]

(21)

Also, we have

\[
\sum_{i=1}^{n} d(\tilde{y}_0, 0) d(\tilde{y}_i, \tilde{y}_i) = \sum_{i=1}^{n} d(\tilde{y}_i, \tilde{y}_i) \times (y_i + \frac{1}{8} \hat{\beta}_0 - \sum_{j=1}^{k} \hat{\beta}_j (x_{ij} + \frac{1}{8} S_{ij}))
\]

\[
= ((X + \frac{S}{8} y) \hat{\beta})' (Y + \frac{R}{8}) - (X + \frac{S}{8} y) \hat{\beta}
\]

\[
= \hat{\beta}' (Y + \frac{R}{8}) - \hat{\beta}' (X + \frac{S}{8} y) (Y + \frac{R}{8})
\]

\[
= \hat{\beta}' (X + \frac{S}{8} y) (Y + \frac{R}{8}) - \hat{\beta}' (X + \frac{S}{8} y) (X + \frac{S}{8} y)
\]

(22)
and
\[
\sum_{i=1}^{n} d(\hat{\gamma}_i, \tilde{\gamma}_i) d(\hat{\gamma}_i, \tilde{\gamma}_i) = \sum_{i=1}^{n} (d(\hat{\gamma}_i, 0) - d(\tilde{\gamma}_i, 0)) (d(\hat{\gamma}_i, 0) - d(\tilde{\gamma}_i, 0))
\]
\[= \sum_{i=1}^{n} [d(\hat{\gamma}_i, 0) (d(\tilde{\gamma}_i, 0) - d(\tilde{\gamma}_i, 0))
- d(\tilde{\gamma}_i, 0) d(\hat{\gamma}_i, 0) + d(\tilde{\gamma}_i, 0) d(\hat{\gamma}_i, 0)]
\]
\[= \sum_{i=1}^{n} d(\hat{\gamma}_i, 0) d(\tilde{\gamma}_i, 0) - nd(\tilde{\gamma}_i, 0)
+ nd(\tilde{\gamma}_i, 0) d(\tilde{\gamma}_i, 0)
= \sum_{i=1}^{n} d(\hat{\gamma}_i, 0) d(\tilde{\gamma}_i, 0)
= 0.
\]

Based on Lemma 2, \(d(\tilde{\gamma}_i, \tilde{\gamma}_i) = d(\hat{\gamma}_i, \hat{\gamma}_i) + d(\tilde{\gamma}_i, \hat{\gamma}_i)\), and we obtain
\[
d^2(\tilde{\gamma}_i, \tilde{\gamma}_i) = d^2(\hat{\gamma}_i, \hat{\gamma}_i) + 2d(\hat{\gamma}_i, \hat{\gamma}_i) d(\tilde{\gamma}_i, \hat{\gamma}_i).
\]

From the above relations, we can infer the following result
\[
SST = \sum_{i=1}^{n} d^2(\gamma_i, \bar{\gamma})
\]
\[= \sum_{i=1}^{n} d^2(\hat{\gamma}_i, \hat{\gamma}_i) + \sum_{i=1}^{n} d^2(\tilde{\gamma}_i, \tilde{\gamma}_i)
+ 2 \sum_{i=1}^{n} d(\tilde{\gamma}_i, \hat{\gamma}_i) d(\hat{\gamma}_i, \tilde{\gamma}_i)
\]
\[= \sum_{i=1}^{n} d^2(\hat{\gamma}_i, \hat{\gamma}_i) + \sum_{i=1}^{n} d^2(\tilde{\gamma}_i, \tilde{\gamma}_i) + 0
= \text{SSE} + \text{SSR}.
\]

Therefore, the proof is completed.

5 Evaluation of the IVF regression model

In this section, we introduce some concepts and notations for evaluating the proposed IVF regression model.

5.1 Goodness of fit of the IVF regression model

To evaluate the goodness of fit of the IVF regression model, we introduce a new similarity measure between two IVFN's (see also, Li and Cheng48,49, Liang and Shi50 and Zhang et al.51).

Definition 8. Let \(\tilde{A} = (a_0, a_1, a_2, a_3, a_4)_{LR}\) and \(\tilde{B} = (b_0, b_1, b_2, b_3, b_4)_{LR}\) be two LR-IVFN's. Then, the similarity measure between \(\tilde{A}\) and \(\tilde{B}\) is defined as follows
\[
S(\tilde{A}, \tilde{B}) = \frac{1}{1 + \frac{1}{4} \sum_{i=0}^{4} |a_i - b_i|^p}, \quad p \geq 1
\]

Theorem 4. The mapping \(S\) on IV FN × IV FN satisfies the properties of a similarity measure as follows
(i) \(S(\tilde{A}, \tilde{B}) \in [0, 1]\).
(ii) \(S(\tilde{A}, \tilde{B}) = 1\) iff \(\tilde{A} = \tilde{B}\).
(iii) \(S(\tilde{A}, \tilde{B}) = S(\tilde{B}, \tilde{A})\).
(iv) if \(\tilde{A} \subset \tilde{B} \subset \tilde{C}\), then \(S(\tilde{A}, \tilde{C}) \leq \min\{S(\tilde{A}, \tilde{B}), S(\tilde{B}, \tilde{C})\}\).

Proof.
(i) Since for each \(i = 0, ..., 4, 0 < |a_i - b_i|^p < \infty\), we have
\[0 < \frac{1}{1 + \frac{1}{4} \sum_{i=0}^{4} |a_i - b_i|^p} < 1.
\]
(ii) If \(S(\tilde{A}, \tilde{B}) = 1\), then \(1 + \frac{1}{4} \sum_{i=0}^{4} |a_i - b_i|^p = 1\), and \(\frac{1}{4} \sum_{i=0}^{4} |a_i - b_i|^p = 0\). Hence, \(|a_i - b_i|^p = 0\), \(i = 0, ..., 4\), and we have \(\tilde{A} = \tilde{B}\).

(iii) \(|a_i - b_i|^p = |b_i - a_i|^p\) iff \(S(\tilde{A}, \tilde{B}) = S(\tilde{B}, \tilde{A})\).
(iv) If $\tilde{A} \subset \tilde{B} \subset \tilde{C}$, then based on Definition 5, $a_0 = b_0 = c_0$ and $a_i \leq b_i \leq c_i$, $i = 1, \ldots, 4$.

Also, $|a_i - b_i|^{p} \leq |a_i - c_i|^{p}$ and

$$1 + \frac{1}{2} \sum_{i=0}^{4} |a_i - b_i|^{p} \leq 1 + \frac{1}{2} \sum_{i=0}^{4} |a_i - c_i|^{p}.$$ 

Hence, we obtain $S(\tilde{A}, \tilde{C}) \leq S(\tilde{A}, \tilde{B})$. Similarity, $S(\tilde{A}, \tilde{C}) \leq S(\tilde{B}, \tilde{C})$.

Therefore, the proof is completed.

**Definition 9.** To evaluate goodness of fit of IVF regression model, the mean of similarity measures between the observed values $\tilde{y}_i$, $i = 1, \ldots, n$, and the estimated values $\tilde{\hat{y}}_i$, $i = 1, \ldots, n$, is defined as

$$SM = \frac{1}{n} \sum_{i=1}^{n} S(\tilde{y}_i, \tilde{\hat{y}}_i), \quad (24)$$

### 5.2 Detection of outliers

Sometimes in applications, the data set contains some elements that are outlying or extreme. The existence of outliers in a set of experimental data can cause the incorrect interpretation of the regression results. Hence, if we improve the data set with removing outliers, we can obtain the better results in regression model.

In this paper, we identify the outliers by the proposed similarity measure $S(\cdot, \cdot)$ and the square of the signed distance $d^2(\cdot, \cdot)$ (introduced in Section 3) between the response values $\tilde{y}_i$ and the estimated values $\tilde{\hat{y}}_i$, $i = 1, \ldots, n$. The point that has the minimum of degree of similarity in between data (or the maximum of $d^2(\cdot, \cdot)$), can be regarded as possible outlier.

### 5.3 Variable selection

Variable selection is a fundamental topic for choosing a suitable regression model. In practice, some variables are available in an initial analysis, but many of them may not be significant and should be excluded from the final model in order to increase the accuracy of prediction. Traditional variable selection procedures such as stepwise regression and the best subset variable selection for linear regression models can be extended to the interval-valued fuzzy regression model. In the following, we introduce and extend some methods in the interval-valued fuzzy environment.

#### 5.3.1 Coefficient of multiple determination

A measure of the adequacy of a linear regression model that has been widely used is the coefficient of multiple determination $R^2_p$ with $p = k + 1$ terms. It is the proportion of variation in the response variable $y$ explained by the $k$ predictors. The extension of $R^2_p$ for the proposed IVF regression model is defined as

$$R^2_p = \frac{SSR_p}{SSM} = \frac{\sum_{i=1}^{n} d^2(\tilde{A}_i, \tilde{B}, \tilde{C})}{\sum_{i=1}^{n} d^2(\tilde{y}_i, \tilde{y})}, \quad (25)$$

where, $SSE_p$ and $SSR_p$ are given in Theorem 3. We are intending to find the point where adding more predictors is not worthwhile because it leads to a very small increase in $R^2_p$ (see Fig. 2). Also, this index makes sense to use for comparing the submodels that are in the same units.

#### 5.3.2 Adjusted coefficient of multiple determination

Since the number of parameters in the IVF regression model is not taken into account by $R^2_p$ ($R^2_p$ does not decrease as $p$ increases), the adjusted coefficient of multiple determination $R^2_{p}$ has been suggested as an alternative criterion. $R^2_{p}$ method is similar to $R^2_p$ method and it finds the best model with the highest $R^2_{p}$ within the range of sizes. We define $R^2_{p}$ on an IVF regression model as follows (see Fig. 2).

$$R^2_{p} = 1 - \frac{(1 - R^2_p) n - 1}{n - p}, \quad (26)$$

#### 5.3.3 Mean square error

Another criterion for variable selection is the mean squares errors. The mean squares errors for the IVF regression model is defined as

$$MSE_p = \frac{SSE_p}{n - p}, \quad (27)$$
Because \( SSE_p \) always decreases as \( p \) increases, \( MSE_p \) initially decreases, then stabilizes, and eventually may increase (see Fig. 3). Hence, we choose the suitable subset of variables based on \( MSE_p \) as follows:

(i) the minimum \( MSE_p \),

(ii) the value of \( p \) such that \( MSE_p \) is approximately equal to \( MSE \) for the full model,

(iii) a value of \( p \) near the point where the smallest \( MSE_p \) turns upward.

**Proof.** Based on \( \overline{R^2_p} \), we have

\[
\overline{R^2_p} = 1 - \frac{n - 1}{n - p} \left( 1 - \overline{R^2_p} \right) = 1 - \frac{n - 1 \cdot SSE_p}{n - p \cdot SST} \\
= 1 - \frac{n - 1 \cdot SSE_p}{SST \cdot n - p} = 1 - \frac{n - 1 \cdot MSE_p^*}{SST}.
\]

Therefore, the proof is complete. \( \square \)

Thus, the proposed results for selecting a submodel based on \( MSE_p \) and \( \overline{R^2_p} \) is similar.

## 6 Application examples

**Example 2.** The data in Table 1 show a coloration process in loom industrial (see Tavanai et al. 52). The variables \( \hat{x}_1 \) and \( \hat{x}_2 \) are the color density (g/l) and the time of process (m), respectively, and the variable \( \hat{y} \) is the value of color suction. Because of some impreciseness in experimental environment, the observed data are reported as triangular IVFN’s. Based on these data, we want to model a relation between \( \hat{y} \) (as the response variable) and \( \hat{x}_1 \) and \( \hat{x}_2 \) (as explanatory variables) as

\[
\hat{y}_i = \beta_0 \oplus (\beta_1 \otimes \hat{x}_{i_1}) \oplus (\beta_2 \otimes \hat{x}_{i_2}) \quad i = 1, \ldots, 24
\]

Using the matrix forms introduced in Section 4, we have

\[
X = \begin{bmatrix} 1 & 0.75 & 24 \\ 1 & 1.50 & 24 \\ \vdots & \vdots & \vdots \\ 1 & 4.50 & 48 \end{bmatrix}, \quad Y = \begin{bmatrix} 1.014 \\ 1.104 \\ \vdots \\ 7.288 \end{bmatrix},
\]

\[
S = \begin{bmatrix} 0.19 & 6 \\ 0.38 & 6 \\ \vdots & \vdots \\ 1.12 & 12 \end{bmatrix}, \quad R = \begin{bmatrix} 0.26 \\ 0.28 \\ \vdots \\ 1.81 \end{bmatrix}.
\]

Since \( (X \oplus \hat{S})(X \oplus \hat{S})^T \) is a nonsingular matrix, the parameters of model are estimated as

**Lemma 5.** The IVF regression submodel that minimizes \( MSE_p \), will also maximize \( \overline{R^2_p} \).
\[
\hat{\beta} = \left[ (X + \frac{S}{8}) (X + \frac{S}{8}) \right]^{-1} \left[ (X + \frac{S}{8}) (y + R) \right] \\
= \left[ \begin{array}{l}
24.00 \\
60.33 \\
891.00
\end{array} \right]^{-1} \left[ \begin{array}{l}
891.00 \\
2239.75 \\
3552.63
\end{array} \right] + \left[ \begin{array}{l}
90.48 \\
238.35 \\
3481.93
\end{array} \right] \\
= \left[ \begin{array}{l}
1.3905 \\
0.2061 \\
0.0056
\end{array} \right].
\]

Hence, the optimal model is obtained as

\[
\hat{y} = 1.3905 \oplus (0.2061 \otimes \hat{x}_1) \oplus (0.0501 \otimes \hat{x}_2).
\]

For example, suppose that the value of color density and the time of process are reported as “approximately 3.15 g/l” and “approximately 30 m” with \( \hat{x}_1 = (3.15, 0.32, 0.16, 0.63, 1.56)_T \) and \( \hat{x}_2 = (30.00, 3.00, 1.50, 6.00, 15.00)_T \), respectively. Then the value of color density is predicted as

\[
\hat{y} = 1.3905 \oplus (0.2061 \otimes (3.15, 0.32, 0.16, 0.63, 1.56)_T) \oplus (0.0501 \otimes (30.00, 3.00, 1.50, 6.00, 15.00)_T) \\
= (3.5427, 0.2163, 0.0859, 0.4304, 1.0730)_T.
\]

It means that the predicted value of color density is “approximately 3.5427”. Therefore, for example, the value of color density is 3.5427 with the degree of membership 1 and it is 3.40 with the degree of membership between 0.35 and 0.67.

The estimated values \( \hat{y}_i \) and observed values \( y_i \), \( i = 1, 2, ..., 24 \) of color suction are shown in Table 2. To evaluate the goodness of fit of the proposed model, the estimated values assessed using \( S(\hat{y}_i, \hat{y}) \) and \( d^2(y_i, \hat{y}) \), \( i = 1, 2, ..., 24 \). Among 24 data points in Table 2, the data point with number 23 has the smallest similarity measure or the largest distance (see Table 3). It can be regarded as possible outlier. To investigate the effects of this outlier on model performance, it was removed and then a new model was fitted to the retained data as follows

\[
\tilde{y} = 1.9839 \oplus (0.1686 \otimes \hat{x}_1) \oplus (0.0329 \otimes \hat{x}_2).
\]

Note that the result of the model performance has been improved after removing outlier (see the averages of similarity measures and of square errors in Table 3). For example the average value of \( d^2(y_i, \hat{y}) \) decrease from 5.1262 for the original model to 4.8962 after removing outliers.
**Example 3.** The amount and status of water in soil is described by different constants like SP, which shows soils saturated by water. Both mineral and organic colloids, i.e., percentage of sand and soil organic matter, can increase water capacity of soils (see Donahue et al. 53 ). These different properties were measured using standard procedures (see Mohammadi and Taheri 14). But due to some imprecision in related experimental environment, the observed data were reported as IVFN’s (see Table 4). Based on these data, we wish to model a relation between SP (as the response variable) and the silt of sand and soil (SILT), percentage of sand content (SAND), and organic matter content (OM) (as the exploratory variables) as follows:

\[ y_i = \beta_0 \otimes (\beta_1 \otimes x_{1i}) \otimes (\beta_2 \otimes x_{2i}) \otimes (\beta_3 \otimes x_{3i}). \quad i = 1, ..., 24 \]

where \( \beta \) is the parameter vector, \( x \) is the input vector, and \( y \) is the output vector. The goal is to estimate the parameters \( \beta \) using the least squares method.

The parameters of IVF regression model are estimated as:

\[ \beta = \left( \begin{array}{c} \beta_0 \\ \beta_1 \\ \beta_2 \\ \beta_3 \end{array} \right) = \left( \begin{array}{c} 24.80 \\ 38.40 \\ 9.26 \end{array} \right) \]

Hence, the optimal IVF regression model is obtained as follows:

\[ y = 75,4846 \otimes (7.0818 \otimes x_1) \otimes (-0.5608 \otimes x_2) \otimes (-0.4709 \otimes x_3). \]

The estimated values \( \hat{y} \) and observed values \( y \), \( i = 1, 2, ..., 24 \) of soil protection listed in Table 5.

Based on Section 4, and using the matrix forms, we have:

\[ X = \begin{bmatrix} 1 & 0.88 & 35 & 45 \\ 1 & 1.13 & 37 & 42 \\ \vdots & \vdots & \vdots & \vdots \\ 1 & 1.08 & 42 & 44 \end{bmatrix}, \quad Y = \begin{bmatrix} 38 \\ 37 \end{bmatrix} \]

\[ S = \begin{bmatrix} 0 & 0.21 & 8.75 & 11.25 \\ 0 & 0.30 & 9.25 & 10.50 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0.26 & 10.50 & 11.00 \end{bmatrix}, \quad R = \begin{bmatrix} 9.50 \\ 10.25 \end{bmatrix}. \]

The estimated values \( \hat{y} \) and observed values \( y \), \( i = 1, 2, ..., 24 \) of soil protection listed in Table 5.

**Table 4. Some measured soil protection in Example 3.**

<table>
<thead>
<tr>
<th>i</th>
<th>OM</th>
<th>SP</th>
<th>40</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.91</td>
<td>0.94</td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>0.96</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>0.93</td>
<td>0.94</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>4</td>
<td>0.92</td>
<td>0.94</td>
<td>0.96</td>
<td>0.98</td>
</tr>
</tbody>
</table>

**Table 5. The estimated values and observed values of soil protection in Example 3.**

<table>
<thead>
<tr>
<th>i</th>
<th>( y_i )</th>
<th>( \hat{y}_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>0.92</td>
<td>0.94</td>
</tr>
</tbody>
</table>
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For evaluating the goodness of fit of IVF regression model, the similarity measures $S(\tilde{Y}, \tilde{Y})$, and the distance $d^2(\tilde{Y}, \tilde{Y})$ are obtained in Table 6. Among 24 data points, the values of similarity measures are approximately similar, but the values of index $d^2(\ldots)$ for data points with numbers 5, 7, 12, and 22 are more than others. They can be regarded as possible outliers. To investigate the effects of possible outliers on model performance, they were removed and a new model was fitted to the remained data as follows

\[ \tilde{y} = 69.5331 \oplus (6.9213 \oplus \tilde{Y}) \oplus (-0.5123 \oplus \tilde{Y}) \oplus (-0.3699 \oplus \tilde{Y}) \]

The updated results of $d^2(\tilde{Y}, \tilde{Y})$ are given in column 4 of Table 6. As seen in this table, the IVF regression model is improved after removing outliers. Particularly, the average value of $d^2(\ldots)$ decreases from 4.6467 for the original model to 1.1216 after removing outliers.

### Table 6. Goodness of fit for the soil protection in Example 3.

<table>
<thead>
<tr>
<th>$R^2_1$</th>
<th>$R^2_2$</th>
<th>$d^2(\cdot, \cdot)$</th>
<th>$d^2(Y, \hat{Y})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.85</td>
<td>0.23</td>
<td>0.14</td>
</tr>
<tr>
<td>2</td>
<td>0.80</td>
<td>0.50</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>0.70</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>0.65</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>6</td>
<td>0.60</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td>0.55</td>
<td>1.05</td>
<td>1.05</td>
</tr>
<tr>
<td>8</td>
<td>0.50</td>
<td>1.10</td>
<td>1.10</td>
</tr>
<tr>
<td>9</td>
<td>0.45</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td>10</td>
<td>0.40</td>
<td>1.20</td>
<td>1.20</td>
</tr>
<tr>
<td>11</td>
<td>0.35</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>12</td>
<td>0.30</td>
<td>1.30</td>
<td>1.30</td>
</tr>
<tr>
<td>13</td>
<td>0.25</td>
<td>1.35</td>
<td>1.35</td>
</tr>
<tr>
<td>14</td>
<td>0.20</td>
<td>1.40</td>
<td>1.40</td>
</tr>
<tr>
<td>15</td>
<td>0.15</td>
<td>1.45</td>
<td>1.45</td>
</tr>
<tr>
<td>16</td>
<td>0.10</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>17</td>
<td>0.05</td>
<td>1.55</td>
<td>1.55</td>
</tr>
<tr>
<td>18</td>
<td>0.00</td>
<td>1.60</td>
<td>1.60</td>
</tr>
<tr>
<td>19</td>
<td>0.05</td>
<td>1.65</td>
<td>1.65</td>
</tr>
<tr>
<td>20</td>
<td>0.10</td>
<td>1.70</td>
<td>1.70</td>
</tr>
<tr>
<td>21</td>
<td>0.15</td>
<td>1.75</td>
<td>1.75</td>
</tr>
<tr>
<td>22</td>
<td>0.20</td>
<td>1.80</td>
<td>1.80</td>
</tr>
<tr>
<td>23</td>
<td>0.25</td>
<td>1.85</td>
<td>1.85</td>
</tr>
<tr>
<td>24</td>
<td>0.30</td>
<td>1.90</td>
<td>1.90</td>
</tr>
</tbody>
</table>

### Table 7. Variable selection for the soil protection in Example 3.

<table>
<thead>
<tr>
<th>Number of</th>
<th>$p$</th>
<th>Regressors in model</th>
<th>$\text{SSE}_p$</th>
<th>$R^2_p$</th>
<th>$\text{MSE}_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>1</td>
<td>None</td>
<td>1224.4660</td>
<td>0.00</td>
<td>55.2333</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>$x_1$</td>
<td>3620.0666</td>
<td>0.4545</td>
<td>0.4622</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>$x_2$</td>
<td>672.1713</td>
<td>0.8510</td>
<td>0.4261</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>$x_3$</td>
<td>1289.9010</td>
<td>0.6016</td>
<td>0.3022</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>$x_4$</td>
<td>1645.8665</td>
<td>0.8665</td>
<td>0.3538</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>$x_5$</td>
<td>5612.3200</td>
<td>0.4161</td>
<td>0.4980</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>$x_6$ $x_7$</td>
<td>4951.2465</td>
<td>0.5956</td>
<td>0.5571</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>$x_8$ $x_9$</td>
<td>1115211.0089</td>
<td>0.9089</td>
<td>0.8953</td>
</tr>
</tbody>
</table>

### 7 Conclusion

The new approach proposed in this paper for estimating the parameters a regression model in interval-valued fuzzy environment, has certain merits as follows:

I) It is established upon a new signed distance, which is an extended version of the Yao-Wu signed distance \[46\].

II) The available data of both explanatory variable(s) and response variable are triangular interval-valued fuzzy numbers.

III) To evaluate the proposed regression model, we introduce some new indices on the basis of the concepts of the similarity measure, the square errors, and (adjusted) coefficient of multiple determination.

The extension of results for modelling a multivariate IVF regression model using the least absolutes approach and also, testing parameters of proposed IVF regression model, can be investigated in the future researches.
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