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Abstract 

Prior to every academic semester, every department’s administrator is required to offer the best overall set of courses to 

meet student requirements, instructor needs and department regulations. The key contributions of this research is firstly, 

determining the potential factors that influence student behavior on the online courses they choose, secondly, modeling 

the course offering problem and fitting a function to a training set of data using neural network approach, thirdly, design 

and implementation of a decision support system to help the department’s administrator to simulate student behavior in 

course selection process and support his/her decisions on the courses to be offered, and lastly, employing the proposed 

decision support system to perform what-if analysis and goal seeking behavior. The samples of the experiments came 

from 298 online graduate courses in 14 academic terms from 2005 to 2011. The results revealed high prediction 

accuracy on the experimental data. The performance of the introduced decision support system was also compared with 

three well-known regression techniques, “support vector regression”, “K-nearest neighborhood”, “decision tree” and a 

traditional approach. The finding exposed that the suggested decision support system outperformed the others 

significantly. 
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1. Introduction 

In today's world, every day we are faced with 

situations where we need to make a decision. It can 

be a minor and routine one such as choosing what to 

make for dinner or what to wear for work. At the 

other extreme, sometimes we are required to make 

major and difficult decisions which have large, long-

term consequences and can alter the course of our life 

path such as academic major or career choice. Due to 

the complex nature of these kinds of problems, it is a 

difficult task for an individual to select the best 

alternative from the existing solutions. Modern 

computerized systems have capabilities that can 

facilitate human decision making in a number of 

ways, including; speedy computations, improved 

communication and collaboration, increased 

productivity of group members, improved data 

management, overcoming cognitive limits in 

processing and storing information, quality support, 

agility support, using the Web, and also anywhere 

and anytime support 
47

. 

International Journal of Computational Intelligence Systems, Vol. 6, No. 5 (September, 2013), 928-942

Co-published by Atlantis Press and Taylor & Francis 
                       Copyright: the authors 
                                       928

willieb
Typewritten Text
Received 29 June 2012

willieb
Typewritten Text
Accepted 18 February 2013



     In all online universities around the world, prior to 

every academic semester, administrators in academic 

departments are required to make some crucial 

decisions for optimum course offering. They need to 

estimate the approximate number of students who are 

interested in taking every offered course. This 

number can help them to decide which courses are 

more appropriate to be run, which instructor is well 

suited to a specific course, what times are more 

proper for a particular course, and so on. It should be 

noted that an administrator might not offer all 

program courses due to some restrictions, including 

lack of sufficient department resources (e.g., faculty 

unavailability or technical constraints) and overheads 

of running too many courses. Thus, the central 

problem in online higher education institutes is to 

choose the best overall set of courses to satisfy 

student needs considering the existing restrictions.  

The course selections the students make create a 

chain of reactions that influence future course 

choices, skill development, and job decisions 
3
. 

Failing to consider this issue may lead to inefficient 

resource usage and consequently student 

dissatisfaction. According to Sun et al. 
44

 course 

selection has a strong association with learner 

satisfaction which is one of the essential indicators of 

the quality of an e-learning system 
7,30,50

. High degree 

of student satisfaction leads to an increase in student 

enrollments and motivation, lower attrition rates, and 

a more productive learning environment 
9,11,16,27,34,42

. 

It was also reported that student satisfaction with a 

course is a key factor that influences their decisions 

to continue or drop-out of the course 
1,12,32

.  The 

course offering problem in the context of education is 

a major one and needs considerable attention. The 

problem is categorized as a complex and unstructured 

one for which no routine and standard solution 

methods exist. It is a multivariate nonlinear problem 

and depends on many factors 
1,2,3,38,39,46

. The factors 

influencing an administrator’s decision to offer a 

course are discussed in more detail in the next 

sections. 

     In 1971, Gorry and Scott-Morton 
21

 first 

articulated the major concept of the Decision Support 

System (DSS). Those authors defined DSS as 

“Interactive computer-based systems, which help 

decision makers utilize data and models to solve 

unstructured problems”. DSS are computer-based 

technologies which intend to extend decision makers’ 

capabilities while not replacing their judgment. They 

are aimed at decisions in which judgment is required 

or at decisions that cannot be completely supported 

by algorithms 
47

. Recently, in the literature, DSS 

technology has been successfully applied to 

numerous decision-making problems in many 

disciplines, including traditional and online education 
24,26,29,33,51

. However, there has been no report on 

applying DSS to the course offering problem. Hence, 

the major objective of this study is firstly identifying 

the potential factors that influence student behavior 

on the online courses they select, secondly, modeling 

the course offering problem and fitting a function to 

the training data through neural network approach, 

thirdly, design and implementation of a DSS to help a 

department administrator simulate student behavior 

in course selection process and predict the number of 

registrations in every course, and lastly, using the 

suggested DSS to perform a what-if analysis and goal 

seeking behavior. 

2. ELCAUT: An Online Graduate College 

In this section an online graduate college called 

ELCAUT is introduced.  The data used to design and 

implement the suggested DSS came from some 

courses from the above mentioned college. ELCAUT 

stands for “E-Learning Center of Amirkabir 

University of Technology” and was established in 

2000 as the first e-learning center for higher 

education in Iran. ELCAUT currently offers 24 

different master's programs in 9 colleges. All courses 

are delivered via live synchronous online sessions 

through a virtual classroom tool. This technology 

allows an instructor to lecture while students can ask 

questions, interact with other students and even give 

presentations. In this study, a master’s program called 

“Information Technology and Management 

Engineering” was considered as the case study. More 

explanations about the dataset are provided in the 

next sections. 

     ELCAUT, similar to most universities in the 

world, conducts online surveys at the end of each 

academic term to discover how much students are 

satisfied with courses, instructors, and technical 

aspects of the Learning Management System (LMS). 

Within each of the courses a student is taking, online 

questionnaires for course and instructor satisfaction 

are provided. The evaluations begin three weeks 

before the end of semester and end the last week of 
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class. The data gathered through this evaluation is 

used by instructors as feedback for improvement of 

their courses. Moreover, this data is presented to the 

college administrators to improve the student and 

educational affairs. Technical experts also employ 

some required data to improve and extend the LMS. 

This online survey can shorten and automate the 

process of analyzing data and comparing results for 

different courses and instructors. It can automatically 

calculate basic statistical data such as the mean, mode 

and standard deviation. It can also generate a 

database for each questionnaire which can be utilized 

for more complex statistical operations. 

3. The Components of the DSS Model 

A number of different factors can be influential in 

modeling student behavior to take a specific course in 

the forthcoming academic term. The trained model 

can then help an administrator by simulating student 

behavior in course selection process and determining 

their most satisfying courses for the upcoming 

semester. A DSS model is made up of four 

rudimentary components including decision 

variables, uncontrollable variables, intermediate 

result variables, and result or outcome variables. 

Decision variables are controlled by decision makers 

and describe alternative choices. Uncontrollable 

variables are those environmental factors which 

influence the result of decisions but are outside of 

decision maker’s control. These two kinds of 

variables are considered independent ones. 

Intermediate result variables reflect intermediate 

outcomes in the model. Also, result variables denote 

the degree of efficacy of a system and indicate how 

well the system performs or achieves its goals. 

Obviously, the two latter variables are dependent on 

the two former ones. The modeling process involves 

identifying the variables and relationships among 

them. Finally, the values of the result variables are 

determined by solving the model.  

     It is interesting to note that students decide to 

select or cancel a particular course using the 

information obtained through a wide variety of 

sources. They include academic advisors, course 

descriptions, course syllabus, college bulletin 
4
, 

profiles of the instructors, online discussion forums, 

informal word of mouth, online rating services 
15,43

, 

and evaluation of the course before the drop and add 

period. Since the mentioned data is not available to 

be fed into the model, other similar data described in 

the following is used instead.  

3.1. Uncontrollable variables 

In this section seven various uncontrollable variables 

are introduced. They cannot be controlled by an 

administrator but their values are measureable. The 

first three variables are associated with the level of 

student satisfaction with the course. The required 

data to calculate their values can also be extracted 

from the online questionnaires filled by the students 

who took the course in the previous semester. 

ELCAUT, like most universities in the world, carries 

out online surveys using online questionnaires at the 

end of each semester, testing the student satisfaction 

with courses and instructors. Every questionnaire 

consists of some questions asking the degree of 

agreement on the given sentences using a Likert scale 

of 1 to 5, in which 1 represents strong disagreement 

and 5 denotes strong agreement. The questions of the 

questionnaire are categorized into the three groups 

which appraise a course in different aspects including 

course characteristics, instructor characteristics and 

student workload. Since the importance degree of 

each sentence in the questionnaire might differ from 

one another based on the student perspective for the 

course selection, a weight is assigned to each 

sentence. In order to obtain the weights, an online 

survey was conducted and students were asked to 

state their opinion regarding the influence of each 

factor on selecting a course. The response to each 

sentence was on the Likert scale ranging from 1 (not 

at all important) to 5 (very important). A total of 214 

students participated in the survey. The mean of 

results for each sentence were then computed and 

normalized between 0 and 1. The obtained weights 

are reported in tables 1, 2 and 3. 

3.1.1. Course score 

Typically, students like to take interesting and useful 

courses. According to Babad 
3
, one of the vital 

factors in selecting a specific course by students is 

the characteristics of the course. McGoldrick and 

Schuhmann 
39

, over a sample of 400 undergraduate 

students, exposed that course selection is more of a 

function of relevance to future career and perceived 

interest in the course topic. As mentioned earlier, an 

online questionnaire is formally administered to all 

students in all virtual classes at the end of each 
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semester in ELCAUT. It consists of a series of 

statements to which the student is expected to 

respond on a five-point scale from strongly agree to 

strongly disagree. In addition, each sentence is 

associated with a weight indicating its importance 

degree. Table 1 represents the factors related to the 

course characteristics extracted from the 

questionnaire and their weights. 

Table 1. Course characteristics 

No. Statement in questionnaire Weight 

1 The course can contribute to my personal development 0.294 

2 The course helps me for present work or prepare me for future occupation 0.825 

3 The course subject is interesting 0.703 

4 The course is useful in giving new knowledge or skills 0.683 

5 The course helps to change my attitude to life 0.316 

6 The course covers modern topics in the program 0.719 

 

     The score of each course is the arithmetic mean of 

the weighted average of the student responses to the 

questionnaire in the last semester the course was 

offered.  It is computed as: 

             
 

∑   
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∑       

 
   

∑   
 
   

  

   

 

   

)    

where    implies the weight of     question in the 

questionnaire,      denotes the response of     

student to     question in the     online class,   is 

the number of weights which here equals 6,    is the 

number of students in the     virtual class, and   

implies the number of online classes offering the 

course. As can be seen, this score is used as the 

indicator of the course characteristics without 

considering its instructor.       

Table 2. Instructor’s characteristics 

No. Statement in questionnaire Weight 

1 The instructor starts online classes promptly 0.213 

2 
The instructor encourages students to participate in online class by questioning, presentation, 

discussion, project, etc. 

  0.466 

3 The course materials are placed on line in a timely fashion  0.529 

4 The instructor has good rapport with the students 0.765 

5 
The instructor is easily and fast accessible outside the online classroom via communication 

facilities (e.g., chat, e-mail, and discussion forum) 

0.657 

6 The grading policy of the course is objective and impartial 0.781 

7 The course materials are prepared well in an appropriate format 0.624 

8 The language used for delivering instruction is clear and understandable 0.811 

9 
The instructor tries to use e-learning methods and techniques whenever necessary throughout 

the course 

0.388 

10 The course time is used effectively 0.387 

11 The instructor helps students to develop self confidence 0.413 

12 The instructor shares innovations about the course content with students 0.743 

13 The instructor is a known expert on this topic 0.830 

14 The provided assignments are interesting 0.551 

15 The instructor motivates the students to work hard 0.378 

16 The instructor respects the student personality and capabilities 0.647 

17 
Students are given fast and helpful feedback on the course activities such as assignments, 

presentation, discussion and etc. 

0.735 

18 The instructor fosters cooperative learning (e.g., by group activities, discussions etc.) 0.687 

19 The instructor handles the e-learning environment effectively 0.711 

20 The instructor is enough knowledgeable about the course 0.912 
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3.1.2. Instructor’s score 

Several studies exposed that students are drawn to the 

courses that have effective instructors 
2,17,31,40

. All 

those researchers disclosed that instructor 

characteristics contribute positively to student 

satisfaction with the course. Data regarding the 

overall satisfaction of the instructor are taken through 

the online survey. The factors associated with the 

instructor derived from the questionnaire of 

ELCAUT are reported in table 2. Note that the 

student ratings of an instructor for various courses 

may differ from one another. For instance, an 

instructor may be a famous expert on the topic of a 

particular course but not on the topics of other 

courses. After extracting the required information 

from the questionnaires, the mean of weighted 

average of the instructor’s characteristics in all online 

classes from the last term the course was taught by 

that instructor is employed as the value of this 

variable. 

3.1.3. Student’s workload 

Entwistle and Ramsden 
18

 defined student workload 

as the pressure placed on students in terms of 

demands of the syllabus and assessment tasks.  Prior 

to every term, students might be apprehensive of 

those courses which are considered too difficult. 

Marsh and Roche 
38

 analyzed a large database of 

5,433 classes and found an important factor that 

influences student decisions to take a course to be the 

workload they are asked or expected to do. 

Moreover, Centra 
10

 discovered that the courses 

which are difficult or too elementary have low 

student ratings and the courses that are considered in 

between or “just right” receive the highest ratings. 

The factors utilized in the questionnaire of ELCAUT 

associated with the student workload in a course are 

listed in table 3. The mean of the weighted average of 

student workload in all the online classes from the 

last semester the course was taught by the instructor 

is used as the value of this variable. 

Table 3. The factors corresponding to the student’s workload 

No. Statement in questionnaire Weight 

1 The course contents are difficult to understand 0.710 

2 The number of topics to be covered is large 0.735 

3 The tempo of the course progress is fast 0.763 

4 The frequency of quizzes is high 0.827 

5 It is tough to get high grades in the exams and quizzes 0.850 

6 The number of assignments is large 0.881 

7 The assignments of the course are difficult 0.749 

8 Attendance in the course is required 0.604 

 

3.1.4. Instructor’s grade 

Sometimes, grades, rather than learning, become the 

primary goal of students. They might need to earn 

high grades for future admission into advanced 

programs, applying for a well-paying job, or for any 

other personal reason. Greenwald and Gillmore 
20

 

found that the instructors who give higher grades 

were better liked. Also, Svanum and Aigner 
46

 

revealed that course grades have a moderately strong 

effect on student ratings of the course in an online 

university. According to Babcock 
5
, students 

significantly tend to enroll in those courses which are 

taught by lenient instructors.  Therefore, the mean of 

grades of a course in the previous semester is a major 

criterion that students usually take into account for 

selecting the course. Sometimes an instructor teaches 

a particular course for the first time at the university. 

Since in this case the corresponding grades are not 

available, the mean of grades given by the instructor 

in other courses taught in the preceding semester can 

be utilized instead. This technique can be applied to 

the two previous variables as well. 

3.1.5. Course type  

Just like in a traditional college or university, every 

online program has a set of required and elective 

course offerings. Required courses are those that 

must be taken to fulfill specific requirements of the 

program. Elective courses are those selected as 

supplemental to the list of required courses on the 

basis of personal interest, abilities, and career goals. 

In most higher education institutes, required courses 

usually have lower degrees of freedom in selection 
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than the elective ones. Previous studies reported that 

students rate elective courses more favorably than 

required ones, presumably because students are 

participating in a course that they have an interest or 

focus in 
6,14

. Hence, course type is another 

uncontrollable variable that needs to be considered 

for modeling the student course selection process. 

3.1.6. Number of eligible students 

Eligible students are those who are allowed into the 

course, such as students who have not previously 

passed the course and those who have met the 

prerequisites and have their advisor’s permission. It 

is clear that the larger the number of eligible students 

for a particular course in the program, the greater the 

demands for the course. 

3.1.7. Number of guest students 

Guest/visiting students are those who are 

matriculated at a program but are interested in taking 

one or more courses at another program. It is a 

rational behavior which leads fascinating courses to 

usually have some guest students every semester. In 

order to take these kinds of demands into 

consideration, the mean of numbers of all the guest 

students taken a course in the two preceding terms is 

calculated. The result is added to the predicted 

number of students who are interested in taking the 

course which is determined by the model. 

3.2. Decision variables 

3.2.1. Course 

Prior to every semester, an administrator is free to 

decide which courses should be run. However, he/she 

must take the department regulations into account 

when choosing a course.  For instance he/she is not 

allowed to offer a course which is not in the program. 

Also, sometimes a course is going to be offered for 

the first time and therefore, no corresponding student 

ratings from the preceding terms are available to 

compute its score. In this case, the administrator is 

responsible for assigning a score to the course. 

He/she might either use only his/her expertise to 

determine the score or consult with expert instructors 

to vote for the course or employ the mean of student 

ratings of all the other courses offered in the previous 

term.  In this study the last approach was utilized. In 

addition, the administrator is responsible to resolve 

how many courses should be offered for the 

upcoming term. Note that he/she might not offer all 

department courses due to some restrictions, 

including lack of sufficient resources (e.g., faculty 

unavailability or technical constraints) and overheads 

of running too many courses. Another administrator 

duty is to assign a number of guest students to each 

first-time offered course. In order to determine this 

number, he/she might either utilize only his/her 

experience, inquire of other specialists, or apply the 

average of total guest students of all courses offered 

in the preceding semester. In the present work the last 

approach was put to use. 

3.2.2. Instructor 

Before every academic term, instructors announce a 

set of their interesting courses for teaching to the 

administrator of the department. However, an 

administrator is not naturally able to alter an 

instructor’s characteristics and hence, as mentioned 

earlier, the instructor’s score is considered an 

uncontrollable variable.  However, the administrator 

can decide which instructor is more appropriate for a 

particular course. Moreover, he/she may occasionally 

determine that there is no any suitable instructor for a 

specific course in the department and then invite a 

new one. In this case that the instructor is a 

newcomer to the department and no information is 

available about him/her, the administrator may either 

borrow the instructor’s former data (i.e. instructor’s 

score, student workload and instructor’s grade), if it 

is available, from the source department or consider 

the mean of data of all the instructors taught in the 

previous semester to calculate the values of the 

instructor’s uncontrollable variables. In this work the 

second approach was used. 

3.2.3. Course time 

McGoldrick and Schuhmann 
39

, in a large scale study 

revealed that college student choice of courses is in 

large part a function of the time of day the course is 

offered. Those authors found that students are 

obviously averse to early morning and late afternoon 

class times, with the former least preferred. 

Furthermore, their study disclosed while both late 

morning and early afternoon classes are statistically 

greatly preferred to either early morning or late 

afternoon class times, students place the greatest 

value on late morning class times. Thus, the course 
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time as another decision variable, accepts 4 values 

including early morning, late morning, early 

afternoon, and late afternoon. 

3.2.4. Number of time conflicts 

Online classes which are overlapping in time cannot 

be attended by the same students.  Without taking  

this  issue  into  consideration,  a  schedule  very  

likely  incurs  time  conflicts,  preventing  lots  of  

students  from  taking  their  intended  courses. 

Hence, the number of time conflicts is another 

decision variable that might influence a student’s 

decision to take a course. Administrators, for better 

time conflict detection, can categorize all the 

program’s courses into several groups. Each group 

includes those courses which cannot cause 

overlapping. For example, a unique course may be 

taught by several instructors, but every student can 

only choose one of them. Thus, it would be better to 

classify these courses under one group. Another 

instance is courses which are prerequisites for other 

courses. Obviously, selection of two different courses 

from distinct groups occurring in the same time 

interval might cause a time conflict. 

3.2.5. Final examination time 

One of the other major factors influencing a student’s 

decision to take a course is the final examination time 

assigned to the course. Actually, if the time between 

exams is lengthened in hopes of producing more time 

to study and fewer conflicts, then students are able to 

take their favorite courses.  Otherwise they may 

avoid selecting some courses with inappropriate final 

examination time. The value of this decision variable 

is the weighted average of the exams happening in 

the past 3 days of the exam for a particular course  , 

called    , computed as 

   
 

 
∑

 

 
  

 

   

                                 

where    implies the number of exams occurring in 

the     previous day. For example,    is number of 

exams that take place in the exam day of course  . 

3.3. Result variable 

The model has only one result variable which 

depends on the uncontrollable and decision variables. 

It is the predicted number of registrations in the 

course after the drop and add period in the coming 

semester. 

4. Construction of the Model 

4.1. Data collection and preprocessing 

The present study was applied on a master’s program 

called, “Information Technology and Management 

Engineering,” offered by ELCAUT. The program 

consists of 6 required and 9 elective courses. Students 

are required to take and pass 4 out of 9 elective 

courses and also 4 out of 6 required courses during 

their program. The samples collected for this research 

included 298 courses over 14 academic terms from 

2005 to 2011. The maximum capacity of each virtual 

class is 30, and the classes with less than 10 students 

enrolled are canceled in accordance with the 

department guidelines. Further details about the total 

number of virtual classes and students enrolled in the 

program from the fall 2005 to the spring 2011 

semesters are reported in table 4.  

     It is important to note that students in the course 

selection process try to choose the most satisfying 

courses among the ones offered. In other words, they 

compare the offered courses in various aspects such 

as course characteristics, instructor characteristics, 

student workload, instructor grades, course type, 

course time, and final examination time. In order to 

imitate this student behavior, a z-score for each 

mentioned facet of a course is calculated. A z-score 

(also known as z-value, or standard score) is a 

measure of the divergence of an individual 

experimental result from the most probable result, the 

mean. Indeed, it denotes how many standard 

deviations an observation is above or below the 

mean. The z-score of course   in the last term it was 

offered is computed as 

             
    

 
                           

where    represents the value of a specific feature of 

course i to be standardized. Also,   and   indicate the 

mean and standard deviation of all the values in the 

forthcoming semester, respectively. 
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Table 4. The number of online classes and students in each term 

No. Semester No. of online classes No. of registered students 

1 Fall 2005 21 161 

2 Spring 2005 19 146 

3 Fall 2006 22 177 

4 Spring 2006 20 156 

5 Fall 2007 23 184 

6 Spring 2007 20 158 

7 Fall 2008 21 160 

8 Spring 2008 20 152 

9 Fall 2009 22 175 

10 Spring 2009 21 169 

11 Fall 2010 23 191 

12 Spring 2010 21 172 

13 Fall 2011 23 189 

14 Spring 2011 22 183 

4.2. Training the model 

Artificial neural network techniques are widely 

utilized as powerful tools in dealing with modeling 

nonlinear behaviors in a large number of areas 

including traditional and online education 
8,19,28,29,35,36,48

. They enable the construction of models 

that efficiently describe real world systems. In this 

work, a feed-forward three-layer perceptron network 

was utilized. Previous researches revealed that this 

kind of network architecture is technically suffice for 

achieving satisfactory approximation 
25,49

. The input 

layer has 8 nodes including: the course score, the 

instructor’s score, student workload, instructor’s 

grade, course type, course time, number of time 

conflicts, and final examination time. However, the 

first three include several sub-factors. But, note that 

considering each sub-factor as an individual one may 

result in increasing the number of network inputs 

thereby over-fitting or memorization of the training 

data set and a reduced ability of the network to 

generalize and predict accurately. The values of the 

variables must be standardized by z-score 

transformation before application to the network as 

well. 

     The data set was divided into three separate sets.  

Namely, the training, validation, and test set. The 

training set comprised 209 courses offered in the fall 

of 2005 to spring 2009 semesters. The validation set, 

which was used to avoid over-fitting phenomenon, 

consisted of 44 courses in the fall of 2010 and spring 

2010 semesters. The remaining data from 45 courses,  

 

 

offered in the fall of 2011 and spring 2011 terms, was 

utilized as the test set. 

     The number of nodes in the hidden layer is an 

important factor of a successful training and depends 

on several factors including the size of the training 

data set, complexity of the problem, number of nodes 

in both the input and output layers, network 

architecture, training algorithm, amount of noise in 

the actual output, and the required accuracy of the 

prediction 
45

. It is interesting to note that having too 

few hidden nodes may lead to a reduction of the 

learning ability of a network, whereas too many 

hidden nodes may result in over-fitting phenomenon 
45

. No universal rule exists for selecting the number 

of nodes in the hidden layer even though some simple 

rules of thumb have been suggested 
41

. Thus the 

practitioner’s strategy of running a number of 

experiments 
13

 is used to determine the selection of 

the number of nodes for the hidden layer. This 

research employed 20 nodes in the hidden layer of 

the network. The output layer has one node and 

generates a value between 0 and 1. This value is a 

prediction of the proportion of student course 

registrations after the drop and add period to the 

number of eligible students in the program for the 

upcoming term. This output is then multiplied by the 

number of eligible students for the course and finally 

added to the mean of numbers of all the guest 

students that have taken the course in the two 

previous semesters. 

     The network was developed using MATLAB
®

 

R2010b neural network toolbox. Training algorithm 
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was Levenberg-Marquardt 
37

, which has been 

exposed to increase the speed convergence and 

efficacy of the moderate-sized network training 
22,23

. 

The transfer functions for hidden and output layers 

were chosen as log-sigmoid and linear, respectively. 

During the training phase, the network weights and 

neuron biases were adjusted based only on the 

training set, and the performance of the network was 

assessed by computing the mean squared error (MSE) 

between its targets (desired responses) and outputs 

(network responses). In the course of the experiment, 

30 training iterations took place and the best trained 

network was kept. Figure 1 demonstrates the 

performance of the network. 

 

 

 

Fig. 1. Performance of the training and validation data sets 

in terms of MSE 

      

     As shown in the figure the network was efficient 

in minimizing the performance criterion (MSE) 

between targets and outputs. The figure also reports 

that the best validation performance was 0.0013 at 

epoch 35. After this point the network performance 

deteriorated and over-fitting occurred. Finally, the 

training stopped at epoch 41, indicating quick 

learning, and the parameters of the best previously 

trained network were stored. Moreover, in order to 

better interpret the observed errors, another graph 

was plotted. As shown in figure 2, the graph implies 

the percentage of incorrect predictions for the number 

of students that take a course. For instance, the figure 

reports that the trained model was unsuccessful in 

prediction of 2.34% of student decisions at epoch 35. 

 

Fig. 2. Performance of the training and validation data sets 

in terms of percentage of incorrect prediction 

     

     In addition to MSE, another statistical indicator to 

appraise the performance of a model is correlation 

coefficient (R value). It ranges from -1 to 1 and 

provides information on the strength of linear 

relationship between the observed and the calculated 

values. The higher the correlation coefficient, the 

stronger the relationship. Figure 3 and 4 give the 

linear regression between the targets and outputs on 

the training and validation samples, respectively. The 

best linear fit is denoted by a solid line, whereas the 

perfect fit (outputs exactly equal to targets) is 

represented by the dashed line. As the best linear fit 

line comes close to the perfect fit line, the neural 

network simulation is evaluated as superior. The 

correlation coefficient (R) in figure 3 is equal to 

0.998 and the best linear regression nearly overlaps 

the perfect linear fit which indicates a very strong 

correlation between the targets and outputs on the 

training data points. Figure 4 illustrates the 

correlation of 0.934 between the targets and outputs 

on the validation data set. As shown in the figure, the 

best linear fit line and the perfect fit line are very 

close to one another which implies a reasonably 

accurate fit. 

     Figure 4 demonstrates that more errors were made 

for the middle values, and less errors for small and 

large values. This can be interpreted as meaning that 

the results of prediction in case the model predicts the 

number of registrations as small or large, are more 

accurate than the case the model predicts the number 

as middle. 
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Fig. 3. Linear regression between the targets and outputs on 

the training data set, R=0.998 

 

Fig. 4. Linear regression between the targets and outputs on 

the validation data set, R=0.934 

4.3. Testing the model 

During the testing phase, an unseen data set 

corresponding with 45 courses in the fall 2011 and 

spring 2011 semesters was presented to the trained 

network to examine the prediction accuracy. The 

performance of the trained model was reflected by 

MSE and correlation coefficient measures. The 

model on the test data returned the MSE of 0.0014 

and the correlation of 0.929, indicating its high 

predictive ability. However its accuracy on the 

unseen data was slightly worse than on the training 

data. Figure 5 illustrates the absolute value of the 

difference between target and output for each test 

sample. In other words, this figure exposes the 

discrepancy between the observed and predicted 

number of students in each class. As figure shows the 

trained model correctly predicted 20 out of 45 test 

cases. However, the model in four cases 10, 19, 24 

and 34 was not very successful. In the remaining 

cases the prediction errors were negligible. Figure 6 

demonstrates the correlation of 0.929 between the 

simulation results of the neural network and the test 

data samples.  The close proximity of the best linear 

fit to the perfect fit, as observed in the figure, reveals 

a good correlation among the network predictions 

and the experimental data. 

 

 

Fig. 5. Comparison between the targets and outputs on the 

test data set 

 

     Fig. 6. Linear regression between the targets and 

outputs on the test data set, R=0.929 
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     To investigate the efficiency of the proposed 

neural network model, it was compared with one 

unintelligent approach and three other machine 

learning techniques. In the unintelligent method, the 

administrator simply applies a template of past 

student registration data to the upcoming semester. 

Hence, for each of the two last terms (the fall 2011 

and spring 2011) the number of student registrations 

after the drop and add period in every course was 

compared to the corresponding one in the previous 

term. Moreover, three other regression methods 

called “support vector regression” (SVR), “K-nearest 

neighborhood” (KNN), and “decision tree“ (DT) 

were utilized to model the problem. In each case 

several experiments were performed with different 

parameters and the best result was chosen as the 

outcome of the method. The performance of the 

models were measured using MSE and a correlation 

coefficient. Table 5 reports the results. For better 

comparison, the results of our suggested neural 

network model are also listed in the last row of the 

table.

Table 5. Comparison between the performance of different models 

Method MSE  Correlation coefficient 

Template of past students’ registration data 0.0069  0.584 

Support vector regression model 0.0042  0.844 

K-nearest neighborhood model 0.0039  0.889 

Decision tree model 0.0025  0.906 

Neural network model 0.0014  0.929 

 

 

     As reflected in the table, neural network model 

outperformed the others, followed by DT, KNN, and 

SVR models. Furthermore, the unintelligent method 

gave low performance in comparison to the other 

regression models. Obviously, the inefficiency of the 

unintelligent method is due to some differences 

between the terms. For example, changes in 

instructor characteristics and grading policy, student 

course workload, time conflicts between courses, and 

inappropriate classes or final examinations time over 

the academic semesters. 

 

5. Trial-and-Error Sensitivity Analysis 

The impact of changes in any variable, or in a 

number of variables, can be determined using a 

simple trial-and-error approach. When the changes 

are repeated several times, better and better solutions 

may be disclosed. Such experimentation, which is 

straightforward to conduct using the proposed model, 

has two approaches: what-if analysis and goal 

seeking. 

5.1. What-if analysis  

According to Turban et al. 
47

 what-if-analysis, also 

called scenario analysis, is structured as “what will 

happen to the solution if an input variable, an 

assumption, or an uncontrollable variable value is 

changed?” In the course offering problem, an 

administrator can construct a series of scenarios (i.e., 

what-it cases) considering various situations and 

constrains, and observe the impact of the changes on 

the result variable. However, in addition to the 

uncontrollable variables mentioned earlier, the 

administrator’s decisions are often limited by several 

unavoidable constraints such as department 

regulations and limited resources, program 

requirements and instructor time. Via a suitable user 

interface, it is easy for an administrator to ask the 

trained and ready-to-use model these types of 

questions and get immediate answers. To support the 

administrator’s decisions, an interactive user 

interface was designed and implemented using 

MATLAB R2010b graphical user interface 

development environment (GUIDE). Figure 7 shows 

a screenshot of this tool.  
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Fig. 7. The user interface of the proposed DSS 

 

     As illustrated in the figure, the administrator is 

readily able to interact with the model after its 

training (and optionally testing). He/she may either 

select a course among those previously taught or 

define a new one and its associated parameters. 

He/she may also either choose a predefined instructor 

or invite a new one and set his/her parameters. The 

administrator can alter the course time as well as its 

final examination time to analyze their impacts on the 

number of registrations in the course after the drop 

and add period in the coming semester. Furthermore, 

the interface enables the administrator to change the 

uncontrollable variables to explore the student course 

selection behavior under various circumstances.  

5.2. Goal seeking  

     Goal seeking computes the values of the inputs 

necessary to achieve a desired level of an objective 
47

. 

It is the reverse of what-if analysis. For instance, in 

the course offering problem, the administrator may 

be interested to know, for a given specific number of 

registrations, which course should be offered, which 

instructor should teach the course, what class time is 

more appropriate, or what is the best final 

examination time. These sorts of questions cannot be 

handled through the proposed model and hence other 

ones must be developed. In this case the number of 

registrations is taken into account as an input for the 

model and one (or more) of preceding decision 

variables is considered as the output. 

6. Conclusion and Future Research 

In this contribution, the course offering problem was 

introduced as a complex and unstructured one which 

plays a critical role in student satisfaction with e-

learning. A DSS to support an administrator’s 

decisions on this process was designed and 

implemented. The DSS was comprised of three main 

components: firstly, data came from 298 online 

graduate courses and was managed by Microsoft 

SQL Server 2008; secondly, a predictive model 

developed through MATLAB R2010b neural 

network toolbox; lastly, a graphical user interface 

implemented using MATLAB R2010b GUIDE. The 

model, as the core component of the DSS, was 

applied to imitate student course selection behavior. 
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By conducting substantial investigations and 

thorough reviews of the relevant literature, 7 

uncontrollable variables and 5 decision variables 

were identified as the inputs of the model. Its output 

was also the predicted number of registrations in a 

particular course after the drop and add period in the 

coming semester. To construct a model with high 

predictive ability, four regression techniques: SVR, 

NN, KNN, and DT were employed and their 

performance was compared with one another. 

Findings revealed that the NN model outperformed 

the others. Moreover, DT, KNN, and SVR models 

occupied the next positions, respectively. The results 

obtained from the models were compared with a 

traditional method as well. It was revealed that all the 

models are capable of producing more accurate 

prediction than the unintelligent method does. In this 

study, a three-layer perceptron neural network with 

20 nodes in the hidden layer was trained and a MSE 

of 0.0014 and a correlation of 0.929 were achieved 

on the test data. This is an acceptable but not perfect 

prediction. The imperfection is due to some 

uncontrollable variables such as student personal 

preferences, which are either unknown, or their 

values are incomputable. Careless and dishonest, 

some student answers to the questions on the 

questionnaire are also another influential factor in 

producing imperfect prediction results. Finally, the 

obtained neural network model was utilized to 

conduct what-if analysis through the provided 

graphical user interface. 

     The proposed DSS has its limitations as well, 

which need further investigation. First the model can 

be extended to automatically detect the most 

satisfying courses for the upcoming semester, 

considering the existing constraints and thereby 

maximizing the total number of registrations and 

making profit for the corresponding institute. Second, 

although in this research neural network was 

experimentally detected as the best approach, using 

other machine learning methods or a hybrid one may 

lead to better prediction accuracy for other institutes. 

Considering this issue can specially aid those 

institutes that do not possess all past student 

registration data required for prediction. An example 

would be when the data related to student workload 

or course score is not available. Third, changing the 

structure of some variables or employing new ones 

may improve the efficacy of the method. For 

instance, considering more (or less) than four values 

for course time factors or an alternative formulation 

for final examination time may be more effective 

sometimes. Our future work will examine how to 

tackle these issues. 
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