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Abstract 

Effective manipulation of context is very important in providing the context-aware services. In recent years, a 
variety of context models have been proposed to p roperly handle the key aspects of the context, while focusing on 
scenario-based acquisition, management, and representation of context. However, they are difficult to be employed 
for the agent-based system requiring distributed reasoning. In this paper we propose a context modeling approach 
for distributed reasoning and merge operator reflecting the perspective of constituent agents for rational reasoning. 
In addition, an agent-based context-aware system is developed implementing the proposed scheme. Performance 
evaluation by computer simulation on a use case of smart classroom shows that the proposed approach enables the 
agents to rationally reason and thereby provide intelligent context-aware services to the users. 

Keywords: agent; context modeling; distributed reasoning; merge operator; ubiquitous computing. 

1. Introduction 

Since the emergence of ubiquitous computing paradigm, 
context-awareness has been considered as one of the 
key ingredients realizing  the paradigm. The objective of 
context-awareness is to provide optimized service 
without overburdening the user with excessive 
informat ion and decision-making tasks. For supporting 
context-awareness, not only the user requirements but 
also the contexts of the environment are required to be 
efficiently perceived. Context-aware system has the 
ability to recognize the user context and operate based 
on that1. It typically  handles personal and subjective 
informat ion, and thus the primary  requirement is the 
rationality of the service31-33. This largely depends on 
the correlation among the contexts which  dynamically 
changes according to the situation7. Among various 
research topics on context-awareness, efficient 

utilizat ion of context  informat ion, especially context 
modeling,  has been receiving a great deal of attentions.  

The context model representing the characteristics 
of the situation is the cornerstone enabling context-
aware service. It is used to reason the occurrence of a 
certain situation, and a specific event is triggered 
according to the result of the reasoning.  In recent years, 
numerous context models have been proposed for 
specifying the acquisition, management, and 
relationship of contexts2. The contexts are usually 
handled by a centralized reasoning server. However, 
centralized reasoning limits the performance of the 
system providing the services in distributed 
environment, and adversely affects the agility of the 
system. In  order to effectively  provide context -aware 
service, thus, a novel context model based on distributed 
reasoning is needed.  

In the literature a context modeling approach 
supporting distributed reasoning for covering the 
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perspectives of different entities and resolving the 
conflicts in the context was proposed3. It enables the 
agents to individually keep the situation model and 
carry out the reasoning task. It also proposes a merge 
operator rendering a richer situation model from the 
basic model formed  with the fragmentary information 
on the situation. Here the agents independently reason 
about the context and interact with each other to  raise 
the accuracy of the reasoning. The merge operator 
allows that the perspectives of respective agents 
participating in the merge process are not lost but 
preserved in the merged situation model. However, the 
model uses a same trust level for each model, and 
simply doubles the weight of importance during the 
merge process. It may  thus generate an unclear situation 
model when the difference of the merged perspectives is 
large for the same situation. Also, it is difficu lt to 
support different individual perspectives and solve the 
conflict among the perspectives of the cooperative 
processes. Consequently, retaining the d iversity of the 
perspectives of the original agents and taking 
advantages of agent-based collaboration via distributed 
reasoning are difficult. 

In this paper, thus, we propose a new modeling 
methodology for distributed reasoning based on the 
perspectives of constituent agents. It enables the agents 
to rationally reason using the consented situation model 
representing the agreed perspective of them, which 
solves the conflict  among different perspectives. In the 
process of making a consented situation model, 
reflection rate is determined by the importance of the 
agents employed for rational reasoning. A weight is 
assigned to each context in proportion to the 
characteristics of the user. Indicative weight is assigned 
to the sub-range of the values of a context model to 
differentiate the importance of the sub-ranges. Also, the 
notion of confidence weight is employed to decide the 
trust level of the context information since the context 
value is not always trustworthy. In order to facilitate 
distributed reasoning, a merge operation is proposed 
which integrates the perspectives of the agents to build a 
consented situation model. In the merge process the 
reflection rate is allocated to the agents for making  a 
rational consent model. Merg ing of different 
perspectives of the context model is carried out using 
the context weight and indicative weight. It permits 
reflecting the perspective of constituent agents for 

rational reasoning. The proposed scheme is applied to 
the agent-based context-aware system13–18 developed by 
the authors for providing context-aware service. It 
applies reasoning to the situation and requests a service 
using the proposed model. Co mputer simulation with a 
use case of nursing home service shows that the 
proposed approach enables the agents to rationally 
reason and thereby provide intelligent context -aware 
service more efficiently than the earlier approaches.  

The rest of the paper is  organized as follows. 
Section 2 describes the related work, and Section 3 
presents the proposed scheme. The performance of the 
proposed approach is evaluated in Section 4, and 
Section 5 concludes the paper with some remarks. 

2. The Related Works 

The goal of context-aware service is to provide 
intelligent service to the user without exp licit user 
request. It can be archived by designing a context model 
effectively supporting the collaboration of the agents, 
while properly reflecting the perspective of each agent. 

2.1. Context-aware Computing 

Context-aware computing enables the system to be 
aware of the user‟s context and adapt its behavior 

accordingly5. The state-of-the-art of context -aware 
research centers around the development of efficient 
context models and context reasoning approaches.  

Context is characterized as the informat ion that can 
be used to characterize the situation of an  entity1. An 
entity is regarded as a person, place, or object  relevant 
to the interaction between the user and computer. 
Different types of models of context informat ion have 
been proposed so far such as key-value, markup scheme, 
graphic, object-oriented, logic-based, and ontology-
based model. Each of them is effect ive for some specific 
domain2. Numerous existing context modeling 
approaches synthesize the in formation on the location, 
object, physiological readings of people, etc., for real-
world applications. These approaches focus on the 
scenario-based acquisition, management, and 
representation of context. One shortcoming of them is 
that the measure reflecting the relative importance, 
accuracy, and reliab ility of the facts has not yet been 
adequately incorporated 3.  
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Manipulation of context data in an  intelligent way  is 
one of the most challenging contemporary research 
tasks, and is often referred to as context reasoning6. A 
more precise definit ion of context-reasoning is deducing 
new and relevant informat ion from various sources of 
context-data for specific applications or users. Context-
reasoning, in the hierarchy of context view, makes it 
possible to map  raw context data called low-level 
context to higher level contexts. Context reasoning can 
be applied in many ways. One way is to apply ontology 
to the process and utilize log ical reasoning for the 
mapping8. The other is probabilistic reasoning, which 
employs Bayesian network to produce extensible 
probabilistic models used in the mapping phase27.  

The process of context-awareness consists of three 
main tasks; perception, interpretation, and execution2. In 
the first task of perception, the low-level context 
obtained by sensors, RF-ID, or user input is taken as 
raw data. The second task of interpretation derives 
higher-level context using the inference and learning 
engine. Finally, the inferred context is delivered to the 
service to allow intelligent operation. The second task is 
performed like a human recognition process, and 
various approaches have been proposed to effectively 
interpret the user context. Unfortunately, there is no 
generic algorithm capable of robustly recognizing the 
situation using the informat ion supplied from various 
sources. 

2.2. Agent Technology 

Agents can be defined as autonomous, problem-solving 
computational entities capable of effect ive operation in 
dynamic and open environments. The typical 
characteristics of an agent are autonomy, intelligence, 
mobility, and social ability. Additional characteristics 
are react ivity for responding to the change in the 
environment, veracity for proh ibiting wrong information, 
and rationality for supporting rational method. The 
agent system can be classified into multi-agent system 
and mobile-agent system. The multi-agent system 
handles complicated operations requiring the 
collaboration of the agents. In mobile-agent system the 
agents move through the network to process the tasks, 
and it is widely used for mobile computing applicat ions4.  
An agent system could be both mult i-agent system and 
mobile agent system.  

An agent in the multi-agent system is a kind of 
computer program cooperating with other agents in the 
distributed computing environment. By collaborating 
with other agents, it can provide the users with 
sophisticated services, which is impossible with only a 
single program. The agents provide the designers and 
developers with a way of developing the applications 
using autonomous communicat ive components, and lead 
to the construction of software tools and infrastructure 
supporting the design9,30.  

The agent-based technology allows the services to 
show „human like‟ autonomic behavior using the 

context or situation information. Recently, social agent-
based planning and cooperative work have been 
proposed for sharing common goals along with 
individual perspectives. They can share ontology, 
knowledge, and preferences of the constituent members. 
Here the agents are employed for developing the 
context-aware system, in which they cooperate with 
each other for providing customized services. 

2.3. Distributed Reasoning 

Many researches on context-awareness have adopted the 
agent paradigm to implement the context-aware system. 
Each agent deployed in th is system manages a specific 
task and collaborates with each other to achieve a 
common goal. Most existing approaches employ a 
centralized reasoning server and the client-server 
architecture. It is thus limited in capitalizing the 
essential features of agent, and suffers the problem of 
bottleneck and single point o f failure. The more the 
number of agents increases, the more such limitation 
and problem become serious. In this aspect, enabling the 
agents to independently reason about their context 
without relying on a centralized reasoning server can be 
an effective solution.  

With distributed reasoning the tasks performed by a 
centralized reasoning server are distributed to the agents 
so that parallel reasoning can be possible23-26,28. It 
effectively  supports dynamic environment and lets the 
agents capitalize the characteristics of independence and 
autonomy. Amir et al.3 proposed a formalized approach 
enabling the agents to perform d istributed reasoning 
about the current situation. Also, they demonstrated an 
approach considering additional information availab le 
from other peer agents at run time in context -aware 
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pervasive computing system. The approaches focus on a 
novel unified  model describing the context  and situation 
using geometrical metaphors and the concepts derived 
from the state-space model. They also include a context 
algebra based on the model enabling distributed 
reasoning by merging and part itioning context models 
representing different perspectives of the agents over 
the object of reasoning. A new modeling approach and 
algorithm for the collaboration and distributed reasoning 
about the situation is still needed, however, which 
further aid the agents in a pervasive system for 
efficiently providing customized services to the users 22. 

3. The Proposed Scheme 

3.1. Motivation 

We demonstrate the motivation of the proposed 
approach with a use case of nursing home service. Here 
the agents individually manage the personal contexts 
and cooperate with each other based on a model. For 
modeling the patient‟s situation, the contexts of 
acceptable range of various conditions are specified by 
domain experts. The contexts are ab le to be aggregated 
from b ionic sensors, and an agent is deployed as an 
aggregator in the sink node of the b ionic sensor with the 
model developed for reasoning low-level contexts29.  

Suppose that a number of patients are taking a group 
therapy in a living room. Each agent is deployed in the 
user‟s personal devices such as PDA and s mart  phone. 

A situation model about a pleasant room condition is 
developed based on the perspectives of the users. The 
agents apply reasoning about the situation based on the 
user‟s perspective, and request a service such as 
activating air-conditioner or humid ifier for the user. 
Assume that some patients caught a cold, and thus they 
might feel chillier than healthy people. In this situation 
the perspectives of different users  need to be 
conspicuously reflected in the service. In other words, 
the results of reasoning should be different from them 
derived with other situations, and the agents request 
different services accordingly. 

The scenario above can be used to evaluate the 
effectiveness of distributed reasoning because the agents 
have different perspectives while the service is shared 
among the agents. Due to this conflicting situation, 
collision of service requests may eventually  occur. 

Various services provided in the smart space like the 
nursing home might often encounter such situation. 
Therefore, in the agent-based distributed reasoning 
system, a merge operator is needed to mediate the 
perspectives of the agents for rational reasoning. To 
realistically handle such circumstance, we define a 
situation model of living room. It handles a context 
model of indoor temperature, which is connected to the 
service activating air-conditioner. The agent reasons 
about the situation, and requests a service based on that. 
The context model represents the range of the 
temperature decided based on the perspective of its user. 

3.2.  The Modeling 

A context is informat ion that can be used to characterize 
the situation of the interested entity. The context-aware 
engine employs the situation model to infer the situation 
using a specified model. The agent-based context-aware 
service efficiently capitalizes the collaborative 
characteristics of the agents. Since the context  is 
assessed from the current situation in which the users 
are involved, customized services can be provided to 
them. The situation model provides a general approach 
for modeling the contexts, and enables effective 
reasoning with individual perspective. The proposed 
approach lets the context model be  included in the 
situation model as follows. 
● Situation model: A situation model represents a real-
life situation used to infer the occurrence of the situation. 
 

},,,{= 21

k

n

kk

k cmcmcmsm                               (1) 

 
where smk represents k-th situation model consisting of 
n context models. For example, assume “Emergency 
situation”€consisting of three context models ; sm1 = 
{pulse variation, temperature variation, amount of 
activity}. The three context models are listed in Table 1. 

Table 1. The context models of an emergency situation. 

Context model Context 

Pulse variation Amount of activity/ skin temperature/ 
location / average pulse rate 

Temperature 
variation 

Acceptable pulse variation/ amount of 
activity/ location / skin temperature 

Amount of 
activity 

The time duration of activity/ Average 
pulse rate/ location  
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● Context: A context, ci, is an entity consisting of 
context name, cni, and value, cvi, respectively.  

    C = {c1, c2, c3, … cn},  

ci = {< cni, cvi> | ∀cn, ∀cv}                             (2) 

where C is a set of a contexts. The name of a context is 
used as its identifier with in the service domain, and the 
set of them is CN = {cn1, cn2, …, cnn}. cvi is a  sensored 
value, and the set of them is denoted by CV = {cv1, cv2, 
…, cvn}. With the defin itions above, an example of C 
containing four contexts used for identifying the state of 
pulse variation is represented as follows. 
 
C = {< amount of activity, 83 >,  
< skin temperature, 23 >,  
< location information, room > ,  
< average pulse rate, 83.3 >} 
 
● Context model: The structure of context model is 

= { , , | , , [0,1]}k

i i i icm c v w c v w             (3) 

, if  is AV

,if  is AR

i i

i

i i i i

v CV v
v

l v m v


 

 
                      (4)  

1

1   (1 )
n

i

i

w i n


                                               (5) 

1 2={ , , , }nV v v v                                                (6) 

where vi is defined as generally acceptable range of the 
value (AR) or a set of attribute value (AV). For example, 
the „skin temperature‟ of healthy condition is 
represented as 22.5○

C ≤ „skin temperature‟ ≤ 25.5○C. 
The context value of „location‟ is either room, dining 
room, or living room. The AR of the smallest value and 
largest value of the acceptable range is represented as l 
and m, respectively. The weight function, w, defines the 
importance of context. The AR varies with the situation 
of user. It is obtained by  

,  i i i i i i

i i i i

l l l ap m m m ap

v l v m

    

   
                          (6) 

where ap  is a  factor used as additional informat ion for 
the AR. Table 2 lists the contexts defined for the 
nursing home service and AR. The AR identifies 
healthy condition in the situation of sleeping, normal, 
and exercise. The minimum pulse rate is fixed as 47.5, 
while the maximum pulse rate is obtained by (220 –

Age)*h. Here h is the variable representing the health 
condition of the person, which is lis ted in Table 3. For 
example, the maximum pulse rate for a 50 year o ld user 
in the situation of exercise is calculated as (220 – 50) * 
0.7 = 119. If the user has a card iovascular disease, the 
maximum pulse rate is decreased further by 10%, and it 
becomes 107.1 (= 119 * 0.9).  

Table 2. The contexts of the medicare service and 
acceptable range of the values. 

Context Range of the values 
Amount of activity  100 ~ 500 
Skin temperature 22.5oC ~ 25.5oC 

Pulse rate 47.5 ~ (220 –Age)*l 
Average pulse rate 54 ~ 99 per minute 
Variation of skin 

temperature 
Average temperature ± 8oC  

(in 10 minutes) 

Location  Room, garden, dining room, living 
room, toilet, church 

Table 3. The health condition deciding the maximum 
pulse rate. 

Health condition State Value 
Current disease Cardiovascular -10% 

Count of emergency < 1  -5% 

Timing of last 
emergency 

< 10 days ago 
< 30 days ᆢ 
< 1 year ᆢ 

-20% 
-10% 
-5% 

Activity 
Sleeping 
Normal 
Exercise 

50% 
60% 
70% 

 
An example of context models of emergency 

situation is represented in Table 4. The amount of 
activity is used in inferring the variation in pulse and 
temperature for different weights. The variation in pulse 
is closely related to the amount of activity and average 
pulse rate. Meanwhile, the variation in temperature 
depends on the location and the variation o f skin 
temperature since the amount of activity does not 
contribute much to the change of skin temperature. The 
time duration in which the activ ity has been extended 
has a larger weight of 0.4 than average pulse rate of 0.3. 

Co-published by Atlantis Press and Taylor & Francis 
                      Copyright: the authors 
                                     704



Seungwok Han, Hee Yong Youn 
 

 

This is because if the user does not move for a while, an 
emergency situation could be inferred even though the 
average pulse rate indicates normal state. The data listed 
in Tab le 2, 3, and 4 are predetermined by domain 
experts.  

Table 4. An example of context models of emergency 
situation. 

Context 
model 

(confidence) 
Context name Context 

value Weight 

Pulse 
variation 

(0.89) 

Activity 83 0.4 
Skin temperature 23 0.2 

Location Indoor 0.1 
Pulse rate 83.3 0.3 

Temperature 
variation 

(0.78) 

Acceptable pulse 
variation 8.5 0.2 

Activity 83 0.2 
Location Indoor 0.3 

Variation of skin 
temperature -2 0.3 

Amount of 
activity 
(0.83) 

Time duration > 5 min 0.4 
Pulse rate 83.3 0.3 
Location  bathroom 0.3 

 
Assume that a user does not move in the bathroom 

for more than 5 minutes and thus the amount of activity 
is smaller than 100, and the skin temperature is rapid ly 
decreasing. Then the model assesses  an emergency 
situation (i.e., falling over in the bathroom by accident, 
etc.). According to the proposed approach, the 
confidence of the emergency situation is 0.825 with the 
same weight of 0.33 for each of the three contexts 
models. 
 
● Indicative weight, I: In the context model some sub-
range of the range of a context model is more indicative 
than other ranges. For example, for the context of “skin 
temperature”, the values between 22.5oC and 23.5oC is 
more indicat ive than other values in inferring the 
situation. 

( ) ( [ , ])i i ix I x l m    , [0,1]I                      (7) 

where the indicative function, τi, assigns a weight, I, to 
each range of the context model to reflect how much the 
context value influences the situation. li and mi denote 
the minimum and maximum value of cvi, respectively. 

3.3. Confidence of Context Model 

We have described the situation and context model 
employing context weight and indicative weight. With 
the proposed modeling approach, one context model in 
a situation model indicates one condition required to be 
satisfied for the occurrence of the situation. If the 
context value lies within  the valid range of the context 
model, one condition needed to infer the occurrence of 
the situation can be said to be satisfied.  

During the reasoning process , each context is 
separately evaluated. The context value is not always 
trustworthy, and thus the confidence on the expected 
performance of the sensor is determined by the 
knowledge already accumulated20. For example, 
according to the performance of the sensors, the 
confidence about an individual user context  obtained 
from the sensor is ab le to be decided as confidence 
interval of [0.3, 0.5] fo r user-A and [0.4, 0.8] for user-B, 
respectively. Knowledge on technical specifications 
such as general performance of the sensor, current 
working status, statistical data on the evolution of its 
behavior, and the performance records can be used to 
estimate the performance of the sensor. The expected 
performance should be used to decide the confidence of 
each sensor21. The confidence is applied to each sensor's 
probability mass. Given a p robability mass function of a 
sensor, mi, corresponding confidence weight, conwi, the 
weight adjustment process is expressed as  

mi′(ci) = conwi mi(ci), ci  cmj, conwi  [0, 1]          (8) 

1

( ) ( )
n

k

i i i

i

cm m c


                                                (9) 

where mi′(ci) is the adjusted probability mass function 
for the context. µ is the confidence function applied  to a 
context model. The confidence of a situation model in 
the context awareness service is obtained by summation 
of µ(cmj).  

Each agent might have a distinct perspective on any 
specific situation, which means that the agents may 
have different situation models for the same situation. 
The confidences computed by the agents also vary 
according to the agents ‟ perspective. The agents 
recognize the occurrence of a situation when the 
confidence is larger than the confidence threshold, 
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which is predetermined by the system designer or 
administrator. 

3.4.  Merging Different Perspectives 

Merging several situation models makes respective 
situation model richer by integrating the perspectives 
and outcomes of reasoning of various agents8. The 
merge operation proposed in this paper generates a 
consented situation model so that the agents can 
rationally reason about a specific situation by sharing 
the service provided by the system. Note that a  situation 
model is associated with the service. The agents provide 
the service defined in the situation model if the 
confidence is larger than the confidence threshold. If the 
agents have different perspectives for the same situation, 
they will provide d istinct service according to their 
perspectives. Also, if the agents have a situation model 
associated with a service shared among the agents, 
collision of service may occur due to different 
confidences.  

In order to facilitate d istributed reasoning, merge 
operation is employed which builds a consented 
situation model integrating the perspectives of the 
agents. The consented situation model avoids the 
conflict o f service requests. Recall that the proposed 
modeling approach is characterized by context  model, 
context weight, and indicative weight. Since they 
represent the perspectives of a situation, merging 
different perspectives requires merg ing these factors. 
With the merge process, a more rational situation model 
could be built using the reflection rate (the beliefs and 
capabilit ies of agent). For example, if the reflection rate 
of Agent-A is higher than Agent-B, the perspective of 
Agent-A is reflected more in  the resultant consented 
situation model. In the proposed agent-based system, 
the service agent assigns a reflection rate to individual 
agents requesting the service according to the rules 
designed by the domain expert. For example, the air-
conditioning service should reflect the perspective of 
weak people suffering cold  more significantly  than 
healthy people. The reflection rate of a situation is the 
difference between the reflect ion rate and the average 
reflection rate computed by 

0
,

0 0

1

1, [0,1]
1 1

n

s i

i s
s i sn n

i i

i i

rs rs
rsn

r rs

rs rs
n n



 



   


 

  (10) 

w'i = rs wi                                                                (11) 

where rs denotes the reflection rate of situation, S, rsi is 
reflection rate of merged situations obtained by domain 
experts, and n is the number of context models. Using 
the reflection rate, the new ad justed context weight, wi, 
is computed.  

The merge process consists of three tasks. The first 
task is to compose a situation model by applying the 
reflection rate. The second and the last one adjust the 
context weight and indicative weight, respectively. 

3.4.1. Composition of Situation Model 

Given two context models for ci, cmi
k and cmj

k, the 
composition of context models is processed in two 
phases. The first phase is to update the context models 
by applying the reflection rate, and the second phase is 
to merge the ranges of the updated context models.  

In the first phase, the smallest and largest value of 
the merged context model, cmk

m, is obtained by 

,= { , , ( ) | , , [0,1]}k

m i j m mcm c v w c c v w   (12) 

, , ,

, , ,

( ) ( ) ( ) ( )
0

( ) ( ) ( ) ( )
0

1
( )

1
( )

k k k k
m i j i j i j

k k k k
m i j i j i j

n

scm cm cm cm
i

n

scm cm cm cm
i

l l r l l
n

m m r m m
n





  
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


  (13) 

( ) ( )

, if  is AV

,if  is ARk k
m m

i j

m

mcm cm

v v v
v

l v m v


 

 

      (14) 

where 
( )k

icm
l  and 

( )k
icm

m denotes the smallest and  

largest value of the context model for ci, respectively. 

3.4.2. Update of Context Weight 

The merged weight of wm is obtained by convolution: 
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    (15) 

Where f(k), g(n  – k) and f(λ) and g(n – λ ) are 
probability density functions of two discrete and 
continuous context weights, respectively. Using the 
reflection rate, the new adjusted context weight, wm', is 
obtained by  

i i s iw w r w                                                         (16) 

1

1 n

m i

i

w w
n 

                                                         (17) 

where wm' is the adjusted merged weight. The new 
context weight is the relative weight of a context with 
respect to the overall weight of all the existing contexts. 

3.4.3. Update of Indicative Weight 

In order to assign indicative weight to the merged 
context, the domains of the ind icative functions 
assigned to the context in the merge process have to be 
covered. The following function decides the pos ition of 
the context value of the merged context model in the 
original context model. 
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For the merged context model, the new indicative 
weight using the reflection rate is obtained as 

( ) ( ) ( )i i m s i mx c r c                                        (19) 

The time complexity of the proposed approach is O(n2), 
where n is the number of contexts in the context model. 
This yields a new indicative weight such that the 
updated context model of high context weight and 
indicative weight has a high indicative weight.  

4. Performance Evaluation 

The agent-based context-aware system has emerged as a 
desired platform for developing a cooperative service. It 
effectively  supports the collaboration of the agents and 
design of intelligent service. In order to evaluate the 
proposed approach, a new agent-based context-aware 
system is implemented which supports the collaboration 
of the agents with distributed reasoning. The proposed 
modeling approach is deployed in the system for 
efficient inference. The agent platform is implemented 
in C++ comply ing with the FIPA specification10. The 
context-aware system is implemented in Java to be 
integrated with the existing inference engine12,19. 

4.1. Agent-based Context-aware System 

The proposed system adopts the holarcies 11 
methodology, which constructs the system in the multi-
level group hierarchy. It enables the goal to be 
recursively deco mposed into multiple subtasks so that 
they can be assigned to each agent group. For 
representing the context information, the XML-based 
context definition is employed. 

The proposed system shown in Fig. 1 consists of 
context-aware agent, aggregator, and service agent. The 
agent platform is a middleware employing the HTTP-
based MTP (Message Transport Protocol) which 
transfers ACL (Agent Communicat ion Language) 
messages between the agents. It transfers data 
representing the entire message including the envelope 
in an HTTP request34-36.  

The context-aware agent obtains the context 
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Fig. 1.  The structure of the proposed context-aware system. 
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informat ion obtained by the aggregator, and then 
deduces a high level context using Jess 12 rule engine. It 
also employs the proposed modeling approach. The 
agent-based aggregator deployed in the sensor node 
gathers and manages the context informat ion for the 
context-aware agent. The service agent acquires the 
context information through the aggregator or context-
aware agent, and allocates a reflect ion rate to the 
context-aware agent by the rules. It provides the service 
decided using the proposed merge scheme.  

4.2. Case Study 

We demonstrate the effectiveness of the proposed 
approach using a case study of nursing home service. In 
the proposed agent-based context-aware system, each 
context model is regarded as a collaborating agent. We 
create 100 agents and divide them into two groups; 
Group-A represents healthy people, while Group-B 
represents the cold patients. Therefore, Group-B wishes 
to maintain higher temperature than Group-A as shown 
in Table 5. 

Table 5. The context models of two groups. 

Parameter Group-A Group-B 
Range of context 20~24 22~28 
Context weight 1.0 1.0 
Reflection rate -0.5~0.0 0.0~0.5 

Number of agents 70 30 
 

We randomly generate 100 situation models 
according to the model described in  Table 5. The 
indicative weight function of the generated context 
model is a quadratic function which assigns 1 to the 
middle value of the range and 0 to the smallest and 
largest value of the context model, respectively. The 
generated situation model is assigned to each agent. 
Three merge schemes are implemented for comparison. 
The first one is simple combination merge which 
merges the situation model by averaging the outcomes 
of reasoning processed by individual agents based on its 
perspective. The second and last scheme employ the 
consent merge scheme proposed in this paper, while 
reflection rate is applied only to the last one. We first 
evaluate the effectiveness of the three merge schemes 
with varying temperatures. 

Fig. 2 shows the confidences of the three schemes. 
The proposed consent merge scheme allows the 
confidence to be between 0 and 1, and enables the 
agents to correctly identify  the occurrence of the 
situation. However, the combination merge scheme 
cannot do that because it simply averages the 
confidences computed by each agent. Observe that the 
consent merge scheme implementing the reflect ion rate 
puts high confidence for relatively high temperature 
than the merge without it. In other words, its curve is 
shifted to the right compared to the other curve. This 
indicates that the perspectives of the Group-B patients 

are accounted more significantly than the Group-A 
during the merge process. This clearly  demonstrates that 
the reflection rate plays an important role in merging the 
models. 

Using the merged context models, we let the agents 
periodically compute the confidence weight and request 
a service to maximize the accuracy of the outcome of 
the reasoning. In the simulation the agent requests 
turning on or off the air-conditioner, while the init ial 
temperature is 18 oC.  
   Fig. 3 depicts the change of temperature caused by the 
agents requesting the air-conditioning services, and Fig. 
4 does the confidence weight of the agents of the 
merged context model. Observe from Fig. 3 that the 
proposed scheme maintains higher temperature than the 
combination merge scheme. This is expected by the 
confidence of the merged context model shown in Fig. 2. 
If the init ial temperature was 28oC, the combination 
merge scheme would maintain  the range of 25oC~ 26oC. 
It is somewhat ambiguous with respect to providing 
customized service. Fig. 3 also shows that it is possible 
to reflect the perspectives of specific agents using the 
reflection rate. 

 

Fig. 2.  The range of the confidences in merged context models. 
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Fig. 5 represents the standard deviation of the 
confidences computed by the agents. Notice that the 
proposed schemes show relatively s maller standard 
deviation than combination merge, which implies that 
the service is provided to all the agents as fair as 
possible. The standard deviation of the confidence with 
reflection rate is h igher than that without it. This 
indicates that reflection rate increases the confidence of 
specific agents, which  provides exclusive rat ional 

service to the users. 

5. Conclusion and Future Work 

In this paper we have introduced an approach for 
modeling of context-aware service, which allows 
efficient agent-based distributed reasoning about the 
situation. The proposed context modeling is able to 
reflect the perspective of the agents and enables the 
agent to independently reason about the current 
situation. The context model explicitly has the name, 
value, and weight of the context, and indicative weight 
decided based on the analysis of domain. The weight is 
applied to each context to reflect the characteristics of 
the user. Moreover, the concept of confidence is 
employed since the context value is not always 
trustworthy. These parameters allow effective 
expression of the features of the contexts.  

In order to facilitate d istributed reasoning, the merge 
operation has also been proposed which effect ively 
integrates the perspectives of the agents to build a 
consented situation model. In the merge process the 
reflection rate is assigned to the agents, which creates a 
rational consented model. The merge p rocess includes 
context model, context weight, and indicative weight for 
properly merging different perspectives of the context 
model. Computer simulat ion on a use case implemented 
on the context-aware system developed by the authors 
displayed the effectiveness of the proposed scheme. We 
have found that the perspectives of the agents might 
change according to the change of the environment or 
specific rules. In case of the proposed scheme, the 
agents change their perspectives during the merge 
process.  

We aim to carry out the following work in the future 
to improve the proposed modeling approach. First, the 
quality and uncertainty of context information need to 
be elaborately handled in  the model. To  further increase 
the applicability  and support fault tolerance, second, the 
proposed approach needs to be enhanced by explicit ly 
employing some redundancy scheme and analyzing the 
satisfaction level of the service in various domains 
obtained from the feedback of the users. Moreover, the 
agent coordination mechanis m is an  important and 
interesting problem. In the proposed scheme, the 
conflictions are solved via merge operator us ing a linear 
model for the merg ing. However, for the case where the 

 

Fig. 4.  The confidence weight computed by the agents. 

 

Fig. 3.  The change of temperatures in the room. 

 

Fig. 5.  The standard deviation of the confidence weights. 
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underlying constraint satisfaction problem is extremely 
hard or the attributes involved nonlinearly change, the 
proposed model needs to be tuned. This will be 
investigated in the future. 

We believe that context  model takes a crucial ro le in 
various application domains including health care, 
emergency service, and prevention of catastrophe. We 
will investigate the effectiveness of the proposed 
approach for these practical but critical applications37. 
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