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Abstract

Facial expression recognition (FER) has been widely studied since it can be used for various applications.
However, most of FER techniques focus on discriminating typical facial expressions such as six basic
facial expressions. Spontaneous facial expressions are not limited to such typical ones because the inten-
sity of a facial expression varies depending on the intensity of an emotion. In order to utilize FER for
real-world applications, therefore, it is necessary to discriminate slight difference of facial expressions.
In this paper, we propose an effective FER method to recognize spontaneous facial expressions using
ensemble learning which combines a number of naive Bayes classifiers. In addition, a method to estimate
the intensity of facial expression is also proposed by using the classification results of the classifiers. The
effectiveness of these methods are evaluated through an FER experiment and an experiment to estimate
the intensity of facial expressions using a data set including spontaneous facial expressions.

Keywords: Facial expression recognition, Facial expression intensity estimation, Feature selection, En-
semble learning.

1. Introduction

Facial expression recognition (FER) can be utilized
for various applications such as retrieval of images
and videos, robotics, and healthcare. It thus attracts
attention and has been widely studied to improve the
accuracy and efficiency of FER. FER is required,
for example, to efficiently retrieve interesting scenes
from large-scale video databases and to develop a
robot which can communicate with human beings
in real time. In FER, therefore, it is important to

precisely and quickly recognize complex and subtle
facial expressions and to handle personal difference
of facial expressions.

Most of FER methods construct FER models by
utilizing some feature values computed from facial
images.1−10 Therefore, the feature values have great
influence on the performance of FER. It is, however,
difficult to determine effective facial features due to
a tradeoff between recognition accuracy and com-
putational cost. Moreover, an enormous number of
feature values can be defined using a wide variety of
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facial features (e.g., positions of facial parts or tex-
tures of a face). These are great obstacles to manu-
ally determine feature values.

In this paper, we propose a method to automat-
ically determine facial features effective for FER.
The proposed method selects useful facial features
on the basis of positional relation between facial
feature points. The facial feature points are salient
points on a face such as end points of eyebrows,
eyes, a mouth, and nasolabial folds. A facial feature
point is represented as a point on two-dimensional
space. A feature value of our facial feature is de-
fined based on the angle between two line segments
consisting of three facial feature points. It can be
obtained by a simple computation and thus can be
obtained very fast.

Because a single facial feature is too simple to
recognize complex facial expressions, we introduce
ensemble learning11 and combine several facial fea-
tures to enhance the recognition accuracy. We first
prepare a large number of facial features by sim-
ply enumerating all possible combinations of facial
feature points. Feature selection is then performed
to select a small number of useful facial features.
For each facial feature, an FER model is constructed
on the basis of naive Bayes classifier. The FER
models of all the selected facial features are finally
integrated into a single FER model by means of
weighted voting.

Most of existing FER methods can only discrimi-
nate several types of facial expressions, typically the
six basic facial expressions (i.e., anger, disgust, fear,
happiness, sadness, and surprise). Furthermore,
evaluation experiment is conducted by using a data
set containing only deliberate facial expressions.1−8

Considering that recognizing spontaneous facial ex-
pression is required for real-world application and
that spontaneous facial expression can vary depend-
ing on the intensity of the emotion, it is important
not only to discriminate facial expressions but to es-
timate the intensity of facial expressions.

In order to estimate the intensity of facial expres-
sions, we utilize the weight of each classifier used in
the weighted voting. This means that no additional
computation cost is required to estimate the intensity
of facial expressions.

We conduct several experiments to evaluate the
proposed method from the viewpoints of the accu-
racy and efficiency of the FER and estimation of fa-
cial expression intensity. A data set consists of sev-
eral video clips including spontaneous facial expres-
sions is used for the experiment.

The remainder of this paper is organized as fol-
lows. Section 2 describes related works. Section
3 shows the facial features and explains the fea-
ture selection method. Section 4 elaborates the FER
method on the basis of ensemble learning. Section
5 introduces the method to estimate the intensity of
facial expressions. Section 6 evaluates the proposed
method through an experiment. Finally, Section 7
concludes this paper.

2. Related Works

Typical FER methods construct recognition mod-
els on the basis of facial features obtained from fa-
cial images. The facial features are roughly divided
into appearance-based features and geometric-based
features.1

The appearance-based features are based on
the textures on a face. For example, Gabor
wavelet2, local binary pattern (LBP)3 are used as
the appearance-based feature. There is an FER
method combining Gabor filters and LBPs.4 The
appearance-based features are generally computed
from the intensity values of image pixels on a face.
They are thus sensitive to the change of lighting con-
dition and the difference of image quality.

The geometric-based features are represented by
the shapes and/or positional relations of salient fa-
cial parts (e.g., eyebrows, eyes, and a mouth). For
example, they can be obtained by forming a 3-
dimensional model of a face.5,6 The 3D model leads
to accurate recognition since it can precisely de-
scribe the shapes of the facial parts. However, it gen-
erally requires high computational cost. The prob-
lem of the computational cost can be resolved by
introducing a more concise 2D facial model.7,8 In
the 2D facial model, for example, the positional re-
lations between salient points on some facial parts
(e.g., end points of eyes and eyebrows) are used as
facial features. These facial features are fully con-
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cise to make the computational cost reasonable. It
is, however, difficult to determine appropriate fa-
cial features because they should be manually de-
fined. In this paper, we propose an FER method on
the basis of geometric-based feature. The proposed
method provides the automatic selection method of
facial features with low computational cost.

Most of existing FER methods including the
aforementioned ones are only able to judge whether
a certain facial expression appears or not. It is, how-
ever, insufficient because the facial expressions can
vary depending on the intensity of emotions. We
thus propose a method not only to discriminate fa-
cial expressions but also to estimate the intensity of
facial expressions. There are few methods to es-
timate the intensity of facial expressions10 and it
seems to be difficult to apply them to large-scale
databases because of the problem of computational
cost. The proposed method solves this issue by pro-
viding the method to estimate the intensity of facial
expressions with fairly low computational cost.

3. Facial Feature

The proposed method uses a number of facial fea-
tures computed on the basis of positional relation of
several salient points on a face (we call these points
facial feature points).

3.1. Facial feature points

We use 59 facial feature points as shown in Fig. 1.
They consist of salient points on left and right eye-
brows (10 points), left and right eyes (22 points), a
nose (9 points), a mouth (14 points), and left and
right nasolabial folds (4 points). They are obtained
by using a publicly available software called Luxand
FaceSDK (version 4.0).13

Fig. 1. Facial feature points denoted by white squares (this
facial image is from Cohn-Kanade AU-Coded Facial Ex-
pression Database12).

3.2. Feature values

The feature value used in the proposed method is
computed as the cosine of the angle (cosθ ) between
two line segments formed by three facial feature
points pi, p j, and pk as shown in Fig. 2.

Fig. 2. A facial feature.

Fig. 3 shows an example of the facial feature
when p j and pk are the end points of the mouth and
pi is the center point of the left eye.

Fig. 3. An example of a facial feature.

The facial feature value fi, j,k computed from pi,
p j, and pk is defined as Eq. (1).

fi, j,k =
X jiXki +YjiYki√

X2
ji +Y 2

ji

√
X2

ki +Y 2
ki

. (1)

Here, X ji, Xki, Yji, and Yki are defined as Eq. (2).
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X ji = x j− xi, Xki = xk− xi,
Yji = y j− yi, Yki = yk− yi.

(2)

where xa and ya are the x- and y-coordinates of the
facial feature point pa (a ∈ {i, j,k}), respectively.

3.3. Feature selection

A total of 97527 possible facial features can be de-
fined from 59 facial feature points∗. Using all the
possible facial features leads to high computational
cost. In addition, there are a lot of useless or re-
dundant facial features. For the purpose of efficient
FER, we introduce feature selection to select a small
number of useful facial features. The proposed fea-
ture selection algorithm is shown in Algorithm 1.

Algorithm 1 Feature selection
1: Divide a training set E into two subsets Elearn

and Evalidate. Elearn is used to construct an
FER model. Evalidate is used to evaluate the
constructed model. Note that E = Elearn ∪
Evalidate and Elearn∩Evalidate = /0.

2: Do steps 3 to 5 for each possible facial fea-
ture fi, j,k.

3: Compute feature values for all the training
examples in Elearn.

4: Construct an FER model using the feature
values (how to construct the model is de-
scribed in Section 4).

5: Compute the recognition accuracy Ai, j,k by
applying the FER model to all the examples
in Evalidate.

6: Select N facial features which have N high-
est values of Ai, j,k.

Note that the number of facial features N should
be experimentally decided. How to divide E into
Elearn and Evalidate should also be experimentally de-
termined.

4. Facial Expression Recognition Method

4.1. Construction of weak classifiers

The proposed FER model is constructed by integrat-
ing several classifiers (called weak classifiers) into a
single more accurate classifier (called a strong clas-
sifier) on the basis of ensemble learning. By using
N facial features selected by the feature selection,
N weak classifiers are constructed. That is, a single
weak classifier is constructed for a facial feature. In
the proposed method, we adopt naive Bayes classi-
fiers as the weak classifiers since they have relatively
low computational cost and high accuracy.

However, the weak classifier constructed based
on a single facial feature will be too weak to con-
struct a fully accurate strong classifier. To solve
this problem, we enhance each weak classifier by in-
crementally adding the other facial features (includ-
ing ones which are not selected) to the weak classi-
fier. In the enhancement process, facial features are
added to the weak classifier until there is no facial
feature which can improve the accuracy of the weak
classifier, or the number of facial features added to
the weak classifier reaches a predefined number M.
This process is shown in Algorithm 2.

4.2. Construction of a strong classifier

A strong classifier is constructed by integrating
N weak classifiers using weighted voting. Here,
T1, . . . ,TN denote N weak classifiers and ε =
{ε1, . . . ,εC} denotes a set of facial expressions to be
discriminated. There are, therefore, C types of fa-
cial expressions. The prediction of Ti is denoted by
ei ∈ ε . Then, we define the score Si of the facial
expression εi by Eq. (3).

Si =
N

∑
j=1

α jB(e j = εi), (3)

where, α j is the recognition accuracy of Tj for
Evalidate. B(p) is a function which returns 1 if p is
true and returns 0 otherwise. Hence, it returns 1 if e j
is equal to εi. It returns 0 if e j is different from εi.

∗ One point which is a common end point of two line segments (i.e., pi shown in Fig. 2) can be selected from 59 facial feature
points. Then, two points can be selected from remaining 58 facial feature points. The number of possible facial features is thus
59× 58C2 = 97527.
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Algorithm 2 Enhancement of weak classifiers
Input:
F : A set of all the facial features (|F | = 97527).
Fsel : A set of facial feature selected (|Fsel|= N).
Output: W : A set of enhanced weak classifiers.
1: W ← /0.
2: Select an element f from Fsel .
3: Fsel ← Fsel− f .
4: Φ←{ f}.
5: Construct a weak classifier WΦ using Φ and

compute the recognition accuracy AΦ of WΦ
for Evalidate.

6: For each φ (φ ∈ F −Φ), construct a weak
classifier using a set of facial features Φ∪φ
and compute its recognition accuracy Aφ for
Evalidate.

7: Obtain φ∗ which has the highest accuracy
Aφ∗ (i.e., φ∗ = argmaxφ Aφ ).

8: If AΦ 6 Aφ∗ , then Φ←Φ∪φ∗ and go to step
9.
Otherwise, go to step 10.

9: If |Φ|< M, then return to step 5.
Otherwise, go to step 10.

10: W ←W ∪WΦ.
11: If Fsel = /0 then output W and finish the algo-

rithm. Otherwise, return to step 2.

The score of εi is the sum of the recognition accu-
racies of the weak classifiers which predict that the
facial expression is εi. This is a kind of weighted
voting using the accuracy as a weight.

The prediction e of the strong classifier is given
by Eq. (4).

e = argmax
εi

Si. (4)

The prediction of the strong classifier (i.e., the pre-
diction of the FER model) is the facial expression
which has the highest score.

5. Estimation of Facial Expression Intensity

The intensity of the facial expression is estimated
on the basis of the score Si. This is based on the
idea that the number of weak classifiers which pre-
dict that the facial expression is εi is proportional to

the intensity of εi. For the convenience of the evalu-
ation of the intensity, the intensity is normalized so
that it varies from 0 to 1. We define the intensity Ii
of the facial expression εi as Eq. (5).

Ii =
Si

∑C
j=1 S j

. (5)

Since the intensity can be directly computed from
the scores, additional computation cost to estimate
the intensity is considerably small.

6. Experiment

The proposed method is evaluated through the ex-
periments of FER and facial expression intensity es-
timation from the viewpoints of accuracy and effi-
ciency.

6.1. Data set

A total of 12 video clips were used for this exper-
iment. The facial expressions of 8 subjects (de-
noted as A, B, C, D, E, F, G, and H) were recorded
in the video clips. All of them were male univer-
sity students. Each of the subjects A, B, C, and D
has one video clip. These video clips are referred
to as A1, B1, C1, and D1, respectively. Each of
the other four subjects has two video clips. These
video clips are referred to as E1, E2, F1, F2, G1,
G2, H1, and H2, respectively. In the video clips,
the facial expressions of the subjects while playing
cards were recorded so that spontaneous facial ex-
pression should be included. We chose appropriate
card games such as Hearts which triggers frequent
changes of facial expressions.

The size of each video clip is 640×480 pixels
and the frame rate is 30 frames per second. The
frame images extracted from the video clips were
used for the FER and the estimation of facial expres-
sions. Considering the high frame rate, the frames
from each video clip after every 10 frames were used
to reduce the computational cost. The video clips
recorded are not shown in this paper because of pri-
vacy reasons.

Most of the facial expressions observed in these
video clips were smiles. In this experiment, there-
fore, we evaluate the performance of the proposed
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method in distinguishing smiles from the other fa-
cial expressions (mainly neutral faces) and estimat-
ing the intensity of smiles. Table 1 shows the num-
ber of frames and the ratio of frames with smiling
faces in each video clip. Prior to the experiment, a
male university student was judged whether the fa-
cial expression was smile or not.

Table 1. Number of frames and ratio of smile in each video clip.

Video #frames Ratio of smile
A1 2427 10.5%
B1 1585 29.6%
C1 2004 26.8%
D1 1616 29.4%
E1 1361 16.6%
E2 723 30.8%
F1 2203 14.2%
F2 1730 18.6%
G1 2333 12.9%
G2 1703 10.3%
H1 2302 19.6%
H2 1436 26.5%

6.2. Experimental settings

Each video clip was divided into two halves. The
one was used for the training set and the other was
used for the test set. That is, we performed two-fold
cross validation. The number of facial features N
was set from 1 to 10. We randomly chose two thirds
of examples in E (i.e., a training set) for Elearn. The
remaining examples belonged to Evalidate. The pa-
rameter M (shown in Algorithm 2) was experimen-
tally set to 5.

6.3. Accuracy of facial expression recognition

The recognition accuracy of the proposed method is
evaluated by using F-measure. The F-measure Fm
is computed by Eq. (6) on the basis of recall R and
precision P.

Fm =
2 ·R ·P
R+P

. (6)

Recall R and precision P are given by Eq. (7) and
(8), respectively.

R =
|Ω∩ Ω̂|
|Ω|

, (7)

P =
|Ω∩ Ω̂|
|Ω̂|

, (8)

where, Ω is a set of examples of smiles and Ω̂ is a
set of examples predicted as the example of smiles.

The recognition accuracy of the proposed
method is shown in Fig. 4. The horizontal axis
shows the number of facial features N and the verti-
cal axis shows the average F-measure of all the video
clips.
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Fig. 4. Facial expression recognition accuracy for each
value of N.

The accuracy is improved by adding facial fea-
tures when N < 5. However, the improvement be-
comes quite small when N > 5. From this result,
selecting five facial features seems to be adequate.

Next, we compare the proposed method with two
existing methods. The one is support vector machine
(SVM) which is widely used for various classifica-
tion problems. The other is random forest which is
a kind of ensemble learning method using an en-
semble of decision tree classifiers. We used Weka
implementations for both methods.14 We used RBF
(radial basis function) kernel for SVM with Gamma
= 1 since linear SVM was quite inaccurate. Ran-
dom forest was performed with the default setting
of Weka. The number of facial features N was fixed
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to 5. The facial features used in SVM and random
forest were the same as those used in the proposed
method.

The FER accuracy is shown in Fig. 5 for each
video clip. Additionally, the average accuracy of all
the video clips is also shown in the figure.

In 9 video clips out of 12 ones, the proposed
method performs the best. On average, the proposed
method is more accurate than the other methods. In
addition, the proposed method seems to be effective
for the videos such as A1, E1, and G1. They are rel-
atively difficult examples because the ratios of smile
are relatively low (this means the insufficiency of
the positive training samples) and weak smiles are
often observed in these videos. Therefore, this ex-
perimental result shows the effectiveness of the pro-
posed method.

6.4. Efficiency of facial expression recognition

The efficiency of the proposed method is evaluated
on the basis of the execution time for FER. Fig. 6
shows the execution time to recognize the facial ex-
pressions of all the frames. The execution time for
each video clip and the average execution time of
all the video clips are shown in the figure. A com-
puter with an Intel Xeon E5 (3.7GHz) processor and
32GB memory was used for this experiment. Note
that the time to obtain facial feature points is not in-
cluded because this process is done by an existing
software.
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Fig. 6. Execution time for FER.

The execution time varies depending on the
video clip due to the difference of the frames in-

cluded in each video clip. On average, it takes ap-
proximately 0.132 seconds to process a 10-minute
video clip. This result indicates the efficiency of the
proposed method. Note that the additional process-
ing time to estimate the intensity of facial expression
is ignorable since the additional computation cost is
very small as described in Section 5.

6.5. Estimation accuracy of facial expression
intensity

Finally, we evaluate the estimation accuracy of fa-
cial expression intensity of the proposed method.
The accuracy is assessed by comparing the inten-
sity computed by the proposed method with the one
manually determined. Manually determined inten-
sity is divided into four levels; “smile does not ap-
pear (level 0),” “smile weakly appears (level 1),”
“smile moderately appears (level 2),” and “smile
strongly appears (level 3).” Prior to the experiment,
the intensity is determined by the same university
student described in Section 6.1. Since the intensity
computed by proposed method varies from 0 to 1,
the levels 0, 1, 2, and 3 of the manually-determined
intensity are converted into the intensity values 0, 1

3 ,
2
3 , and 1, respectively.

Due to space limitation, we only show the esti-
mation result of F2 which has moderate recognition
accuracy in Fig. 7. In this figure, horizontal axis
shows the frame number (the frame number of the
n-th frame from the beginning of the video clip is
n). The vertical axis shows the intensity of smile.
“Estimated” and “Manual” correspond to the inten-
sity values estimated by the proposed method and
manually determined, respectively. For the readabil-
ity of the intensity values estimated by the proposed
method, we show the moving average with a five-
frame length window.

In the frames which have high values of
manually-determined intensity, the estimated inten-
sity values also tend to be high. The estimated in-
tensity values of most of the other frames are below
1
3 . The proposed method might occasionally fail to
accurately estimate the intensity due to the occlu-
sions such as hands or cards in front of a face (in
such a case, the positions of the facial feature points
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Figure 5: Facial expression accuracy of each method.

become inaccurate). However, considering that the
correlation coefficient between the intensity values
of “Estimated” and “Manual” is 0.683, the proposed
method could appropriately estimate the intensity of
smile in many scenes.

7. Conclusion

In this paper, we proposed an FER method and
an estimation method of the intensity of facial ex-
pressions on the basis of ensemble learning. The
proposed method automatically selects useful facial
features by means of feature selection. The facial
features can be computed fast from the positional re-
lation between the facial feature points. This enables
the proposed method to efficiently perform FER and
the intensity estimation.

We evaluated the proposed method through the
experiment to discriminate and estimate the inten-
sity of spontaneous smiles. The experimental re-
sult showed that the average FER accuracy of the
proposed method was higher than widely-used clas-
sification methods such as SVM. The time to rec-
ognize facial expression indicated that the proposed
method could quickly perform FER. We confirmed

that the intensity of smile was appropriately esti-
mated to some extent.

In the experiment, we only dealt with the FER of
smiles. Evaluating the proposed method for a wider
variety of facial expressions is included in the future
work. Since all of the subjects were male university
student, conducting further experiment with various
people (in gender and age) is also the future work.
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