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Ranked set sampling (RSS) is applicable whenever ranking of a set of sampling units can be done easily by a
judgment method or based on the measurement of an auxiliary variable which can be measured easily. In this
work, a modification of RSS called ordered extreme ranked set sampling is considered for Morgenstern family
of distributions, in which an auxiliary variable X correlated with the study variate Y is used to rank the sample
units. This modification of RSS is applied to obtain an estimator of the parameter associated with the study
variate Y, when (X,Y) follows a Morgenstern type bivariate exponential distribution.
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1. Introduction

The concept of ranked set sampling (RSS) was first introduced by [11] as a process of improving
the precision of the sample mean as an estimator of the population mean. The procedure involves
randomly choose n sets of size n each from a population, then the units in each set are ranked
visually or using some methods that has negligible cost. From the first set of n units the unit ranked
lowest is chosen for actual quantification. From the second set of n units the unit ranked second
lowest is chosen for actual quantification. The process is continued until the units ranked highest
is chosen from the nth set for actual quantification. Then make measurements on the variable of
interest of the selected units.

Ranked set sampling as described in [11] is applicable whenever ranking of a set of sampling
units can be done easily by a judgment method. Suppose the variable of interest say Y , is difficult or
much expensive to measure, but an auxiliary variable X correlated with Y is readily measurable and
can be ordered exactly. In this case as an alternative to [11] method of ranked set sampling, [13] used
an auxiliary variable for the ranking of the sampling units. The procedure of ranked set sampling
described by [13] using auxiliary variate is as follows. Choose n2 independent units, arrange them
randomly into n sets each with n units and observe the value of the auxiliary variable X on each
of these units. In the first set, that unit for which the measurement on the auxiliary variable is the
smallest is chosen. In the second set, that unit for which the measurement on the auxiliary variable

Journal of Statistical Theory and Applications, Vol. 15, No. 3 (September 2016), 248-258

Published by Atlantis Press
Copyright: the authors

248



M. Chacko

is the second smallest is chosen. The procedure is repeated until in the last set, that unit for which
the measurement on the auxiliary variable is the largest is chosen.

[14] introduced a modified ranked set sampling procedure called extreme ranked set sampling
in which only the largest or the smallest judgment ranked unit is chosen for quantification. The pro-
cedure of extreme ranked set sampling using auxiliary variable is as follows. Choose n2 independent
units, arrange them randomly into n sets each with n units and observe the value of the auxiliary
variable X on each of these units. Then from each set choose that unit for with the measurement
on the auxiliary variable is smallest or largest, as the unit of the ranked set sample. Then we make
measurement on the study variate Y of the selected units, which constitute the extreme ranked set
sample (ERSS). If we choose that unit for which the measurement on the auxiliary variable is small-
est as the unit of the ERSS then the sample is called Lower Extreme Ranked Set Sample (LERSS).
If we choose that unit for which the measurement on the auxiliary variable is largest as the unit
of the ERSS then the sample is Upper Extreme Ranked Set Sample (UERSS). Since the units are
chosen from independent sets and from each set we choose that unit for with the measurement on
the auxiliary variable is either smallest or largest, the observations of ERSS are independently and
identically distributed.

[15] considered the estimation of parameters of location-scale family of distributions using
RSS. [9], [10] obtained the BLUEs of location and scale parameters of exponential distribution and
logistic distribution. [3] obtained an estimator of the mean of the study variate Y , when an auxiliary
variable X is used for ranking the sample units, under the assumption that (X ,Y ) follows a bivariate
normal distribution. [4], [6] obtained the estimators for the parameters associated with the study
variate Y , when an auxiliary variable X is used for ranking the sample units, under the assumption
that (X ,Y ) follows a bivariate Pareto distribution and Morgenstern type bivariate logistic distribu-
tion. [5] used ERSS to estimate a parameter involved in Morgenstern Type Bivariate Exponential
Distribution (MTBED).

In modeling bivariate data, when the prior information is in the form of marginal distributions,
it is of advantage to consider families of bivariate distributions with specified marginals. The Mor-
genstern family of distributions (MFD) is characterized by specified marginals and an association
parameter. A bivariate random variable (X ,Y ) is said to follow a MFD if its pdf is of the form

f (x,y) = fX(x) fY (y){1+α(1−2FX(x))(1−2FY (y))}, −1≤ α ≤ 1. (1.1)

where F(x) and F(y) are marginal cdfs of X and Y with pdfs f (x) and f (y) respectively. [12]
obtained the density function of concomitant of rth order statistic arising from MFD with density
function is defined in (1.1) and is given by

f[r](y) = fY (y){1+α
n−2r+1

n+1
(1−2FY (y))}, −1≤ α ≤ 1. (1.2)

In this work, we introduce a new concept called ordered extreme ranked set sampling in which
we arrange the units of the ERSS in ascending order of magnitude. In section 2, we derive the
distribution theory of ordered extreme ranked set sample (OERSS) arising from Morgenstren Family
of Distributions. In section 3, we apply the distribution theory developed in section 2 to estimate
a parameter involved in Morgenstern type bivariate exponential distribution, which is a member of
MFD, based on OERSS. Section 4 is devoted to some concluding remarks.
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2. OERSS from MFD

Let X(n)i be the observation measured on the auxiliary variate X in the ith unit of the UERSS and
let Y[n]i be the measurement made on the Y variate of the same unit, i = 1,2, · · · ,n. Then it is
easy to see that each Y[n]i is the concomitant of the largest order statistic of n independently and
identically distributed bivariate random variables with MFD. Moreover Y[n]i , i = 1,2, . . . ,n are also
independently distributed. The pdf of Y[n]i is obtained by putting r = n in (1.2) and is by

f[n](y) = fY (y)
{

1−α

(
n−1
n+1

)
(1−2FY (y))

}
.

The above pdf can be rewritten as

f[n](y) = fY (y){1+αn (1−2FY (y))} , (2.1)

where αn = −α
(n−1

n+1

)
. Then we order the observations Y[n]i, i = 1,2, . . . ,n in ascending order of

magnitude to get the ordered upper extreme ranked set sample (OUERSS). Let Yr:[n], r = 1,2, . . . ,n
be the observations of OUERSS, then Yr:[n] is the rth order statistic of a random sample of size n
arising from a population with pdf (2.1). In the following theorem we express the pdf of the rth
observation of the OUERSS and joint pdf of rth and sth observations of the OUERSS arising from
MFD in terms of the pdf for the order statistics from the marginal distribution of Y.

Theorem 2.1. Let Yr:[n], r = 1,2, . . . ,n be the OUERSS observations arising from MFD with pdf
defined in (1.1). Then the pdf of Yr:[n], 1≤ r ≤ n is given by,

fr:n (y) =
n!

(r−1)!(n− r)!

n−r

∑
k=0

r+k−1

∑
l=0

(−1)k+l
(

n− r
k

)(
r+ k−1

l

)
[
α

l
nβ (r+ k, l +1) fr+k:r+k+l(y)+α

l+1
n β (r+ k+1, l +1) fr+k+1:r+k+l+1(y)

+ α
l+1
n β (r+ k, l +1) fr+k:r+k+l+1(y)

] (2.2)

and the joint pdf of Yr:[n] and Ys:[n] is given by, for 1≤ r < s≤ n
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fr,s:n (x,y) =
n!

(r−1)!(s− r−1)!(n− r)!

s−r−1

∑
k=0

k

∑
m=0

r−1

∑
l=0

n−s

∑
t=0

(−1)l+k+m

(
s− r−1

k

)(
k
m

)(
r−1

l

)(
n− s

t

)
[

l+m

∑
p=0

k−m+t

∑
q=0

(−1)p+q
(

l +m
p

)(
k−m+ t

q

)
α

l+k+t
n (1−αn)

(r+m+ p−1)!(s− r− k−1)!(n− s−m+q+ k)!
(n+ p+q)!

×
(
(1−αn) fr+m+p,s+m+p−k:n+p+q(x,y)

+2αn
r+m+ p

n+ p+q+1
fr+m+p+1,s+m+p−k:n+p+q+1(x,y)

)
+

l+m

∑
p=0

k−m+t+1

∑
q=0

(−1)p+q
(

l +m
p

)(
k−m+ t +1

q

)
2αn

(r+m+ p−1)!(s− r− k−1)!(n− s−m+q+ k)!
(n+ p+q)!

×
(
(1−αn) fr+m+p,s+m+p−k:n+p+q(x,y)

+2αn
r+m+ p

n+ p+q+1
fr+m+p+1,s+m+p−k:n+p+q+1(x,y)

)]
,

(2.3)

where fr:n(y) is the pdf of rth order statistic and fr,s:n(x,y) is the joint pdf of rth and sth order
statistics of a random sample of size n arising from a population with pdf fY (y), β (., .) is the usual
beta function.

Proof. The distribution function corresponding to the pdf f[n](y) given in (2.1) can be obtained as

F[n](y) = FY (y){1+αn (1−FY (y))} . (2.4)

Since Yr:[n] is the rth order statistic of a random sample of size n from the distribution with pdf f[n]
given in (2.1) and cdf F[n] given in (2.4), the density function of Yr:[n] is given by

fr:n (y) =
n!

(r−1)!(n− r)!
[
F[n](y)

]r−1 [1−F[n](y)
]r−1 f[n](y)

=
n!

(r−1)!(n− r)!

n−r

∑
k=0

(−1)k
(

n− r
k

)[
F[n](y)

]r+k−1 f[n](y)
(2.5)

On substituting the value of F[n](y) and f[n](y) and using binomial expansion we get the pdf (2.2).
The joint pdf of Yr:[n] and Ys:[n] is given by

fr,s:n (x,y) =
n!

(r−1)!(s− r−1)!(n− r)!
[
F[n](x)

]r−1 [F[n](y)−F[n](x)
]s−r−1

[
1−F[n](y)

]r−1 f[n](x) f[n](y).
(2.6)
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Again by substituting the values of F[n](x), F[n](y), f[n](x) and f[n](y) and using binomial expansions
we get the pdf (2.3)

Next we obtain the moments and product moments of Yr:[n], r = 1,2, . . . ,n as given in the fol-
lowing theorem.

Theorem 2.2. Let Yr:[n], r = 1,2, . . . ,n be the OUERSS observations arising from MFD with pdf

defined in (1.1). If we denote µ
(q)
r:[n] = E[Y q

r:[n]] and µr,s:[n] = E[Yr:[n]Ys:[n]] then

µ
(q)
r:[n] =

n!
(r−1)!(n− r)!

n−r

∑
k=0

r+k+1

∑
l=0

(−1)k+l
(

n− r
k

)(
r+ k−1

l

)
[
α

l
nβ (r+ k, l +1)µ(q)

r+k:r+k+l +α
l+1
n β (r+ k+1, l +1)µ(q)

r+k+1:r+k+l+1

+ α
l+1
n β (r+ k, l +1)µ(q)

r+k:r+k+l+1

] (2.7)

and

µr,s:[n] =
n!

(r−1)!(s− r−1)!(n− r)!

s−r−1

∑
k=0

k

∑
m=0

r−1

∑
l=0

n−s

∑
t=0

(−1)l+k+m

(
s− r−1

k

)(
k
m

)(
r−1

l

)(
n− s

t

)
[

l+m

∑
p=0

k−m+t

∑
q=0

(−1)p+q
(

l +m
p

)(
k−m+ t

q

)
α

l+k+t
n (1−αn)

(r+m+ p−1)!(s− r− k−1)!(n− s−m+q+ k)!
(n+ p+q)!

×
(
(1−αn)µr+m+p,s+m+p−k:n+p+q

+2αn
r+m+ p

n+ p+q+1
µr+m+p+1,s+m+p−k:n+p+q+1

)
+

l+m

∑
p=0

k−m+t+1

∑
q=0

(−1)p+q
(

l +m
p

)(
k−m+ t +1

q

)
2αn

(r+m+ p−1)!(s− r− k−1)!(n− s−m+q+ k)!
(n+ p+q)!

×
(
(1−αn)µr+m+p,s+m+p−k:n+p+q

+2αn
r+m+ p

n+ p+q+1
µr+m+p+1,s+m+p−k:n+p+q+1

)]
,

(2.8)

where µ
(q)
r:n is the qth moment of the rth order statistic and µr,s:n is the product moment of rth and

sth order statistics of a random sample of size n arising from a population with pdf f (x).

Next we consider the lower extreme ranked set sampling in which the measurement on the
auxiliary variable is smallest as the unit of the ERSS. Let X(1)i be the observation measured on the
auxiliary variate X in the ith unit of the LERSS and Y[1]i be the measurement made on the Y variate
of the same unit, i = 1,2, · · · ,n. Then each Y[1]i is the concomitant of the smallest order statistic of n
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independently and identically distributed bivariate random variables with MFD and the pdf of Y[1]i
is obtained by put r = 1 in (1.2). Also Y[1]i , i = 1,2, . . . ,n are independently distributed with pdf
given by

f[1](y) = fY (y)
{

1+α

(
n−1
n+1

)
(1−2FY (y))

}
.

The above pdf can be rewrite as

f[1](y) = fY (y)
{

1+α
′
n (1−2FY (y))

}
, (2.9)

where α ′n =−αn.

Remark 2.1. The pdf of Y[n]i defined in (2.1) and pdf of Y[1]i defined in (2.9) are similar except for
αn changed to α ′n in (2.9). Hence the pdfs and moments of OLERSS can be easily obtained from
the pdfs and moments of OUERSS by replacing αn with α ′n.

3. Estimation of a parameter of MTBED

In this section we are trying to estimate the mean of the population, under a situation where in mea-
surement of observations are strenuous and expensive, using OERSS. [2] has proposed an exponen-
tial distribution for the study variate Y , the oil pollution of the sea samples. Let the auxiliary variable
X represents the tar deposit in the nearby sea shore. Clearly collecting sea water sample and measur-
ing the oil pollution in it is strenuous and expensive. However the prevalence of pollution in the sea
water is much reflected by the tar deposit in the surrounding terminal sea shore. Thus ranking the
pollution level of sea water based on the tar deposit in the sea shore is more natural and scientific
than ranking it visually or by judgment method. Hence in this section we assume a Morgenstern
type bivariate exponential distribution (MTBED), which is a member of MFD, corresponding to a
bivariate random variable (X ,Y ), where X denote the auxiliary variable (such as tar deposit in the
sea shore) and Y denote the study variable (such as the oil pollution in the sea water) with given by
(see, [8])

f (x,y) =


1

θ1θ2
exp
{
−x
θ1

+ −y
θ2

} [
1+α

(
1−2exp

{
−x
θ1

})(
1−2exp

{
−y
θ2

})]
,

x > 0,y > 0;−1≤ α ≤ 1;θ1 > 0,θ2 > 0

0, otherwise.

(3.1)

Clearly the marginal distributions of X and Y are exponential distributions with pdfs

f (x) =
1
θ1

exp
{
−x
θ1

}

f (y) =
1
θ2

exp
{
−y
θ2

}
. (3.2)

[1] have shown that in a bivariate sample of size n arising from MTBED the concomitant of largest
order statistic possess the maximum Fisher information on θ2 whenever α > 0 and the concomitant
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of smallest order statistic possess the maximum Fisher information on θ2 whenever α < 0. Hence
in this section, first we consider α > 0 and carry out an OUERSS such that from each set we choose
an unit of a sample with the largest value on the auxiliary variable as the units of ranked sets with
an objective of exploiting the maximum Fisher information on the ultimately chosen ranked set
sample.

Let Yr:[n], r = 1,2, . . . ,n be the observations of the OUERSS arising from MTBED with pdf
defined in (3.1) obtained by ordering the the observations Y[n]i i = 1,2, . . . ,n as ascending order of
magnitude. Then from (2.7) and (2.8) we obtain the moments and the product moments of Yr:[n] for
r = 1,2, . . . ,n as given below.
For 1≤ r ≤ n, q≥ 1

E[Y q
r:[n]] = θ

q
2

n!
(r−1)!(n− r)!

n−r

∑
r=0

r+k−1

∑
l=0

(−1)k+l
(

n− r
k

)(
r+ k−1

s

)
[
α

l
nβ (r+ k, l +1)µ(q)

r+k:r+k+l +α
l+1
n β (r+ k+1, l +1)µ(q)

r+k+1:r+k+l+1

+ α
l+1
n β (r+ k, l +1)µ(q)

r+k:r+k+l+1

]
= θ

q
2 µ

(q)
r:[n](say)

and for 1≤ r < s≤ n,

E[Yr:[n]Ys:[n]] = θ
2
2

n!
(r−1)!(s− r−1)!(n− r)!

s−r−1

∑
k=0

k

∑
m=0

r−1

∑
l=0

n−s

∑
t=0

(−1)l+k+m

(
s− r−1

k

)(
k
m

)(
r−1

l

)(
n− s

t

)
[

l+m

∑
p=0

k−m+t

∑
q=0

(−1)p+q
(

l +m
p

)(
k−m+ t

q

)
α

l+k+t
n (1−αn)

(r+m+ p−1)!(s− r− k−1)!(n− s−m+q+ k)!
(n+ p+q)!

×
(
(1−αn)µr+m+p,s+m+p−k:n+p+q

+2αn
r+m+ p

n+ p+q+1
µr+m+p+1,s+m+p−k:n+p+q+1

)
+

l+m

∑
p=0

k−m+t+1

∑
q=0

(−1)p+q
(

l +m
p

)(
k−m+ t +1

q

)
2αn

(r+m+ p−1)!(s− r− k−1)!(n− s−m+q+ k)!
(n+ p+q)!

×
(
(1−αn)µr+m+p,s+m+p−k:n+p+q

+2αn
r+m+ p

n+ p+q+1
µr+m+p+1,s+m+p−k:n+p+q+1

)]
,

= θ
2
2 µr,s:[n](say).
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Since the marginal distribution of Y is exponential distribution with pdf (3.2), µ
(q)
r:n is the qth moment

of the rth order statistic and µr,s:n is the product moment of rth and sth order statistics of a random
sample of size n arising from the standard exponential distribution and are given below.

µ
(1)
r:n =

n

∑
k=r

1
n− k+1

,

µ
(2)
r:n =

n

∑
k=r

1
(n− k+1)2 +

(
n

∑
k=r

1
n− k+1

)2

and

µr,s:n =
n

∑
k=r

1
(n− k+1)2 +

(
n

∑
k=r

1
n− k+1

)(
n

∑
k=s

1
n− k+1

)
.

Thus the means, variances and covariances of OUERSS are given by

Var[Yr:[n]] = (µ
(2)
r:[n]− (µ

(1)
r:[n])

2)θ 2
2

and

Cov[Yr:[n],Ys:[n]] = (µr,s:[n]−µr:[n]µs:[n])θ
2
2 ,r 6= s,

where µr:[n] = µ
(1)
r:[n]. Let us denote

ξr = µr:[n], (3.3)

δr,r = µ
(2)
r:[n]− (µr:[n])

2, (3.4)

and

δr,s = µr,s:[n]−µr:[n]µs:[n]. (3.5)

Let Y[n] = (Y1:[n],Y2:[n], · · · ,Yn:[n])
′ and if the parameter α involved in ξr and δr,s is known then

proceeding as in [7] the BLUE θ̂2 of θ2 is obtained as

θ̂2 = (ξ ′G−1
ξ )−1

ξ
′G−1Y[n] (3.6)

and

Var(θ̂2) = (ξ ′G−1
ξ )−1

θ
2
2 , (3.7)

where ξ = (ξ1,ξ2, · · · ,ξn)
′ and G = ((δr,s)). Clearly θ̂2 as given in (3.6) can be written as

θ̂2 = ∑
n
r=1 arYr:[n].
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Remark 3.1. As the association parameter α in (1.1) is involved in the BLUE θ̂2 of θ2 and our
assumption is α is known, one can obtain an estimate of α as given in [5].

We have computed the coefficients ar involved in θ̂2 for α = 0.25(0.25)1.0; n = 2(2)10 and are
given in Table 1. [5] obtained the BLUE θ ∗2 of the parameter θ2 using usual RSS and the BLUE θ̃2

of the parameter θ2 using ERSS. We have evaluated the efficiency e(θ̂2|θ ∗2 ) =
Var(θ ∗2 )
Var(θ̂2)

of θ̂2 relative

to θ ∗2 and e(θ̂2|θ̃2) =
Var(θ̃2)

Var(θ̂2)
of θ̂2 relative to θ̃2 and are given in Table 2. From the Table 1, one can

easily see that θ̂2 is relatively more efficient than θ ∗2 and θ̃2.
As mentioned earlier, for MTBED the concomitant of smallest order statistic possess the maxi-

mum Fisher information on θ2 whenever α < 0. Therefore when α < 0 we consider an OLERSS in
which from each set we choose an unit of a sample with the smallest value on the auxiliary variable
as the units of ranked sets with an objective of exploiting the maximum Fisher information on the
ultimately chosen ranked set sample. Let Yr:[1], r = 1,2, . . . ,n be the observations of the OLERSS.
Then due to the Remark 2.1 we have the pdf of Yr:[1] and the joint pdf of Yr:[1] and Ys:[1] for α < 0
is identically equal to the pdf of Yr:[n] and joint pdf of Yr:[n] and Ys:[n] for α > 0. Consequently we
have E(Yr:[n]) for α > 0 and E(Yr:[1]) for α < 0 are identically equal. Similarly Var(Yr:[n]) for α > 0

and Var(Yr:[1]) for α < 0 are identically equal. Consequently if θ̂
(1)
2 is the BLUE of θ2, involved in

MTBED for α < 0, based on the OLERSS observations Yr:[1], r = 1,2, . . . ,n, then the coefficients

of Yr:[1], r = 1,2, . . . ,n in the BLUE θ̂
(1)
2 for α < 0 is same as the coefficients of Yr:[n], r = 1,2, . . . ,n

in the BLUE θ̂2 for α > 0 based on OUERSS. Further we have Var(θ̂ (1)
2 ) =Var(θ̂2).

4. Conclusion

Ranked set sampling is applicable whenever ranking of a set of sampling units can be done easily
by a judgment method or other inexpensive methods. Lots of work are available in literature on

Table 1. Coefficients of the estimators θ̂2 of θ2 involved in Morgenstern type bivariate exponential distribution.

n α a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
2 0.25 0.4681 0.4841

0.5 0.4414 0.4685
0.75 0.4193 0.4534

1 0.4013 0.4385
4 0.25 0.2052 0.2247 0.2359 0.2366

0.5 0.1732 0.2085 0.2245 0.2224
0.75 0.1533 0.1992 0.2143 0.2076

1 0.1451 0.1945 0.2040 0.1927
6 0.25 0.1233 0.1376 0.1480 0.1546 0.1576 0.1556

0.5 0.0930 0.1212 0.1379 0.1464 0.1485 0.1436
0.75 0.0766 0.1156 0.1333 0.1395 0.1387 0.1312

1 0.0762 0.1186 0.1306 0.1319 0.1280 0.1189
8 0.25 0.0852 0.0959 0.1041 0.1104 0.1147 0.1173 0.1179 0.1157

0.5 0.0568 0.0795 0.0943 0.1034 0.1085 0.1105 0.1097 0.1054
0.75 0.0423 0.0759 0.0926 0.1003 0.1033 0.1032 0.1008 0.095076

1 0.0467 0.0838 0.0947 0.0975 0.0971 0.0950 0.0913 0.0850
10 0.25 0.0638 0.0720 0.0786 0.0839 0.0880 0.0910 0.0931 0.0941 0.0939 0.0919

0.5 0.0371 0.0559 0.0687 0.0773 0.0828 0.0861 0.0877 0.0879 0.0866 0.0831
0.75 0.0236 0.0531 0.0685 0.0764 0.0803 0.0820 0.0820 0.0809 0.0786 0.0743

1 0.0311 0.0642 0.0739 0.0768 0.0774 0.0768 0.0754 0.0733 0.0704 0.0658
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Table 2. Efficiencies of the estimators θ̂2 relative to θ∗2 and θ̃2 of θ2 involved in Morgenstern type bivariate exponential
distribution.

n α Var(θ̂2) Var(θ ∗2 ) Var(θ̃2) e1 e2
2 0.25 0.4781 0.4793 0.4988 1.0025 1.0433

0.5 0.4574 0.4586 0.4950 1.0026 1.0822
0.75 0.4361 0.4383 0.4878 1.0050 1.1185

1 0.4159 0.4184 0.4748 1.0060 1.1416
4 0.25 0.2212 0.2313 0.2494 1.0456 1.1274

0.5 0.2029 0.2131 0.2475 1.0503 1.2098
0.75 0.1853 0.1957 0.2439 1.0561 1.3162

1 0.1687 0.1790 0.2374 1.0610 1.3262
6 0.25 0.1417 0.1519 0.1663 1.0720 1.1736

0.5 0.1273 0.1376 0.1650 1.0809 1.2961
0.75 0.1137 0.1240 0.1626 1.0906 1.4301

1 0.1011 0.1113 0.1583 1.1009 1.5658
8 0.25 0.1028 0.1130 0.1247 1.0992 1.2130

0.5 0.0911 0.1014 0.1238 1.1131 1.3589
0.75 0.0801 0.0904 0.1220 1.1285 1.5231

1 0.0710 0.0802 0.1187 1.1295 1.6718
10 0.25 0.0797 0.0899 0.0998 1.1279 1.2521

0.5 0.0699 0.0802 0.0990 1.1473 1.4163
0.75 0.0618 0.0710 0.0976 1.1489 1.5793

1 0.0542 0.0625 0.0940 1.1531 1.7343

theory and applications of ranked set sampling when ranking is perfect. In this work we considered
ranked set sampling when ranking is imperfect, in which an auxiliary variable X , correlated with
the study variate Y , is used to rank the units in each set, under the assumption that (X ,Y ) follows
MFD. We considered a modified ranked set sampling procedure called ordered extreme ranked set
sampling, which is attained by ordering the units in the extreme ranked set sample. The distribution
theory thus obtained was used to estimate a parameter associated with the study variate Y when
(X ,Y ) follows a MTBED. We obtained the coefficients of the BLUE and its variance numerically
for different choices for n, the sample size and α , the association parameter between X and Y . We
obtained an efficiency comparison of the proposed estimator with estimators based on usual RSS
and ERSS and found that estimator based on OERSS is more efficient that usual RSS and ERSS.
Moreover the efficiency based on OERSS increases with n and α which is expected.
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