GENERATING DIGESTS FROM EDUCATIONAL ARTICLES AUTOMATICALLY BASED ON SECOND ORDER HMM
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Abstract—Automatically generating summary of articles is very important when we encounter explosive reading information; computers can help people on text compression, extraction, representation and obtain core text content automatically. However, computer still encounters a lot of difficulties, for example, how to divide words from ambiguity, inaccuracies, redundancy of the lengthy article, and so on. This paper presents an improved Hidden Markov Model (HMM) Word segmentation method.

Keywords—Summary generating; HMM; word segmentation

I. INTRODUCTION

For many years, the research of automatic summarization often appeared in the important journals or academic conferences. And much work has been done in theory and practice. It is often hard for educators and academicians to find useful articles from huge amount of articles. This paper is dedicated to improve the model and algorithm of the generation of automatic summary of articles in education field and to increase the quality of summary, so that the reader can quickly find the in-depth study of the articles.

The purpose of the automatic abstract is to analyze, understand and process the contents of the network-like text automatically through the computer, and to generate a simple information representation which can express the original content. The general steps are divided into three ones: preprocessing and effective word segmentation, text compression and information classification, adjusting the experimental parameters and evaluating the quality of the results. Although the research of automatic summarization has developed, the word segmentation work is still plagued by researchers due to large redundancy, low accuracy and easy to produce ambiguity and so on.

II. OVERVIEW OF SECOND-ORDER HMM AND BAUM-WELCH ALGORITHM

Hidden Markov model is aimed to determine the implicit parameter in observable parameters, and it is the most commonly statistical model to process the data. Therefore, it is also widely used in the preprocessing step of automatic summarization. But in the traditional first-order HMM, the current event probability is only related to the probability of the previous event, and the analysis of the meaning of words is not accurate enough. So this paper tries to use the second-order HMM model to enhance the ability of the computer's semantic understanding and the logic of the context and it tries to enhance the logic of the semantic understanding and context with second-order HMM model. The model is a novel mixture model based on the principle of maximum entropy and maximum adjacent information, which combined with multi-level corpus lexicon and can be determined in the hidden according to the first two moments of the state.
Second-order HMM is a triple: initialize the probability vector \( (\pi_i) \), state transition matrix \( (a_{ij}) \) and the confusion matrix \( (b_{ij}) \). The state of the t+1 time is not only related to the t time, but also to the t-1 time:

\[
a_{ij} = P(X_{t+1} = S_i \mid X_t = S_j, X_{t-1} = S_j, \ldots) = P(X_{t+1} = S_i \mid X_t = S_j, X_{t-1} = S_j)
\]

\[
\sum_{k=1}^{N} a_{ij} = 1; a_{ij} \geq 0
\]

N represents the total number of States.

The same probability of observation vector also depends on the time before the system state, i.e.:

\[
b_{ij}(l) = P(y_l = v_l \mid X_t = S_j, X_{t-1} = S_j)
\]

So \( A = \{a_{ij}\} \) and \( B = \{b_{ij}\} \) consist of the parameters of second-order hidden MHH, and they represent the initial state distribution, the transfer of state distribution, and the observations of the probability distribution respectively.

The total length of observation sequence state is \( N \), and we will use length \( k \) in a sliding window of segmentation to get the subsequence set \( \{X_i\} \); among them, \( 1 \leq i \leq L / k \).

The output probability of each subsequence will be calculated:

\[
\xi = \frac{\text{candidate subsequence}}{\text{total subsequences}}
\]

Finally, \( \xi \) will be compared with a threshold value. If it will be less than the minimum likelihood value, the probability will meet the requirements, and it also can decide two state probabilities of subsequent hidden sequences with the storage method in modified algorithm.

Let \( \sum_{t=1}^{r-1} \xi_{ij}(i, j, k) \) is the entire observation sequence of state transition frequency; \( \pi_i = (n-1) \) is the state is the frequency of the following:

\[
a_{ij}^* = a_{ij}^{\xi_{ij}(i, j, k)} / \xi_{ij}(i, j)
\]

\[
b_{ij}(l)^* = b_{ij}(l) / \xi_{ij}(i, j)
\]

Where \( \xi_{ij}(i, j) \) will be the state that transfer from the \( i \) state to \( j \) and \( \sigma_{ij}(i, j) \) will be not only the state that will transfer from the \( i \) state to \( j \) state, but also it will be the \( Y_t \) measuring frequency. In order to make the global maximum information entropy, the initial value must be asked to close to the maximum.

\[
\pi_i^* = \frac{P(y, x_j = i \mid \phi)}{P(y \mid \phi)} = \gamma_i(i)
\]

\[
a_{ijk}^* = \frac{\sum_{t=2}^{r-1} P(y, x_{t-1} = i, x_t = j, x_{t+1} = k \mid \phi)}{\sum_{t=2}^{r-1} P(y, x_{t-1} = i, x_t = j \mid \phi)}
\]

\[
\sum_{t=2}^{r-1} \frac{\xi_{ij}(i, j, k)}{\sum_{t=2}^{r-1} \gamma_i(i, j)}
\]

\[
\sum_{t=2}^{r-1} \frac{\gamma_i(i, j)}{\sum_{t=2}^{r-1} \gamma_i(i, j)}
\]

If \( y_t = v_t \), then \( \xi_{ij}(y_t, v_t) = 1 \), so the maximum information will be obtained if \( y_t = v_t \).

III. THE IMPROVED ALGORITHM

Baum-Welch algorithm eventually find the maximum probability in the hidden state to determine the last node state under second-order HMM hypothesis, then forward in turn to derived results of each node according to the results of the last state, in order to obtain the effective segmentation of the whole article. But for the long and redundant content of educational articles, the traditional iterative algorithm requires a great deal of time. To improve computing speed, novel improved Baum Welch algorithm is presented, which can be combined with multi-layer recursive sampling when
determining the iterative process; the system can save the data which is in a maximum probability of state, thus save the time back to traverse.

The sampling process will cause changes in sample size and quantity, so it should be adjusted according to changes in sampling factor. The transfer memory coefficient for sample $x_k^{t-1}$ as the iterative sampling will be $f_j^t / f_j^{t-1}$, if memory size will be given, and the minimum first timestamp of $S_j^{t-1}$ will be set to $t_1$ and maximum last timestamp of $S_j^{t-1}$ will be set to $t_2$ in multi-level recursive sampling process.

IV. EVALUATION SCHEME

In the mechanized assessment of the quality of automatic paper, the measurement factors are accuracy rate, recall rate, F value, compression rate, coverage, readability and logicality and coherence, etc. And these measures are the important factors that will affect the qualities of automatic summarizations directly. The accuracy and relevant of evaluation are important for the generation of abstract. We use the semantic similarity evaluation method. The main idea is similarity comparison with the one written by specialist to judge the quality, it can not only solve the problem of experts disagree, but also solve the partial doubts of the mechanized index evaluation. It calculates artificial number of sentences $N_h$ in the abstract extraction, the mechanized number of sentences $N_m$ and the overlapping sentences number of the two kinds of the extraction $N_{hm}$. Then it will obtain Boolean value $F$ by accuracy $R$ and recall rate $P$ value. Now the artificial abstracts are generally adopted by the extraction by experts in the original. In order to avoid personal bias, we ask multiple experts for the same article, and take the majority opinion collections.

V. CONCLUSIONS

This paper puts forward the use of the second order HMM, and makes the probability analysis of the meaning of the words by the former state of a word to decide to enhance the accuracy of the segmentation. The improved Baum Welch algorithm uses the function of Evaluation and analysis to record the results of the corresponding implied condition and the maximum probability on HMM. So we do not need to do back traverse for sequence statistics and accelerate the speed of execution.
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