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Abstract

Gamma mixture models have wide applications in hydrology, finance and reliability. Parameter estimation in this class of models is a challenging task owing to the complexity associated with the model structure. In this paper, a novel approach is proposed to estimate the parameters of Gamma mixture models using Wilson-Hilferty normal-based approximation method. The proposed methodology uses a popular clustering algorithm for Gaussian mixtures namely, MCLUST and a confidence interval based search approach to obtain the estimates. The methodology is implemented on simulated as well as real-life datasets and its performance is compared with gammamixEM() function available in R.
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1. Introduction

Mixture models are primarily used in modelling population involving two or more distributions. Over the last few decades, it has found abundant applications in the domains of finance, hydrology, medical science, psychology, reliability and life testing. In particular, Gaussian mixture models have gained prominence within the model-based clustering framework. However, in recent years, there has been a marked increase in the use of non-Gaussian mixture models pertaining to skewed and asymmetric data. Examples in this direction include finite mixtures of binomial and Poisson distributions (McLachlan and Peel [19]), Weibull distribution (Jiang and Murthy [9]), inverse Weibull distribution (Sultan et al. [22]), Multivariate t-distribution (Andrews and McNicholas [1]) and Multivariate skew t-distribution (Lee and McLachlan [15]). For a general discussion on parameter estimation in finite mixture of distributions and related applications, one may refer to Everitt and Hand [5], Titterington et al. [23], McLachlan and Peel [19] and Melnykov and Maitra [20].
In this paper, we consider a finite mixture of two-parameter gamma distributions with probability density function (pdf) given by

\[ f(x; \alpha, \beta) = \sum_{i=1}^{g} \pi_i f_i(x; \alpha, \beta) \]  

(1.1)

where \( f_i(x; \alpha, \beta) = \frac{x^{(\alpha_i-1)} \exp(-\frac{x}{\beta_i})}{\Gamma(\alpha_i) \beta_i^{\alpha_i}} \), \( x > 0, \alpha_i > 0, \beta_i > 0, i = 1, 2, \ldots, g \).

The corresponding cumulative distribution function (cdf) is given by

\[ F(x; \alpha, \beta) = \sum_{i=1}^{g} \pi_i F_i(x; \alpha, \beta) \]  

(1.2)

where \( F_i(x; \alpha, \beta) = \frac{1}{\Gamma(\alpha_i)} \gamma\left(\alpha_i, \frac{x}{\beta_i}\right) \), \( i = 1, 2, \ldots, g \) and \( \gamma(.,.) \) represents the lower incomplete gamma function; \( \alpha_i \) and \( \beta_i \) denote respectively, the shape and scale parameters of the \( i \)-th component of the mixture distribution; \( \pi_1, \pi_2, \ldots, \pi_g \) denote mixture proportions or weights that satisfy the conditions (i) \( 0 < \pi_i < 1 \) \( \forall i = 1, 2, \ldots, g \) and (ii) \( \sum_{i=1}^{g} \pi_i = 1 \). Here, \( g \) denotes the number of components in the mixture.


It is pertinent to note that the approaches used for parameter estimation in the above-mentioned references involve either Bayesian methodology or iterative mathematical computations that depend on ‘seed’ values. As an alternative, a novel approach is proposed in this paper to estimate the parameters in finite GMM by transforming the gamma variate to normal using Wilson-Hilferty (WH) approximation. The resulting Gaussian setup is used to identify the components. Parameter estimates are then obtained by using a confidence interval based search approach. The proposed methodology is advantageous in the sense that, parameter estimation becomes less complicated because of the resulting Gaussian structure. Moreover, the proposed approach does not require an ‘initial guess’ of the number of clusters.

Rest of the paper is organized as follows. Section 2 discusses the difficulties in obtaining ML estimates in GMM and the limitations of gammamixEM() function (available under mixtools package in R). Subsequently, the proposed methodology is elucidated. Section 3 provides numerical illustrations of the proposed methodology and compares the performance of the resulting estimates with that of gammamixEM() based on simulated as well as real-life datasets. Section 4 concludes the paper with discussion.

### 2. Parameter estimation in Gamma Mixture Models

Consider a random sample of size \( n \) from a finite mixture of two-parameter gamma distributions with pdf as defined in (1.1). Using the general representation of log-likelihood function for finite mixture model given in McLachlan and Peel [19], we get
\[
\log L(x; \alpha, \beta) = \sum_{i=1}^{n} \log \left( \sum_{i=1}^{g} \pi_i \frac{x_j^{(\alpha_i-1)} \exp\left(-\frac{x_j}{\beta_i}\right)}{\beta_i^{\alpha_i} \Gamma(\alpha_i)} \right)
\]  

(2.1)

From (2.1), it can be easily seen that the resulting likelihood equations for estimating the \((3g - 1)\) parameters are non-linear and have no closed form solutions. Thus, to estimate the parameters one has to resort to iterative procedures or gradient search algorithms. In the recent years, EM algorithm proposed by Dempster et al. [4] has been extensively used in the context of estimating the parameters of finite mixture models. The algorithm iteratively calculates the ML estimates and mixture proportions based on initial value specification for the parameters. However, as pointed out by McLachlan and Basford [17], the performance of the algorithm is sensitive to starting values of the model parameters. A poor choice of starting values may considerably affect the resulting estimates. Also, the estimates may not correspond to global maxima. Despite its limitations, EM algorithm is very popular in the context of mixture models. Various modifications of EM algorithm are available in the literature to address these limitations. One may refer to McLachlan and Krishnan [18] for an elaborate discussion on EM algorithm and its variants.

The gammamixEM() proposed by Benaglia et al. [2] provides estimates for the parameters of GMM through an iterative process. To begin the process, the function requires either initial values for the parameters and mixture proportions or the number of components \((g)\) in the mixture model. In the latter case, the initial values for model parameters are estimated by method of moments after partitioning the data into \(g\) groups based on visual binning. At each successive step, the function provides estimates for the \((3g - 1)\) model parameters using ML equations and calculates the value of the resulting log-likelihood. The process is repeated till convergence in log-likelihood is obtained. It should be noted that knowledge of either the number of components or mixture proportions is a requirement for implementing gammamixEM(). Also, the use of method of moments for providing initial estimates for model parameters cannot be relied always. Hence, we propose a confidence interval based search approach to estimate the parameters of GMM using WH approximation and MCLUST algorithm.

WH approximation introduced by Wilson and Hilferty [26] provides normal approximation to a chi-square random variable through cube root transformation. Among other competing methods available, this transformation provides better approximation (see Johnson et al. [11]) and is sensitive to outliers. Using the fact that chi-square and gamma distributions are related, Krishnamoorthy et al. [13] proposed the following result that extends WH approximation to two-parameter gamma distribution.

“Let \(X_{\alpha, \beta}\) denote a two-parameter gamma random variable. Then, \(X_{\alpha, \beta}^{\frac{1}{3}}\) is distributed as Gaussian with mean

\[
\mu = \frac{\beta^\frac{3}{2} \Gamma\left(\frac{\alpha+2}{2}\right)}{\Gamma(\alpha)}
\]

and variance \(\sigma^2 = \frac{\beta^2 \Gamma\left(\frac{\alpha+2}{2}\right)}{\Gamma(\alpha)} - \mu^2.\)"

This result has been applied in estimation of the survival probabilities of lifetime units (Krishnamoorthy and Thomas Mathew [14]) and in estimating floods (Rao and Hamed [21]).

MCLUST is a model-based clustering strategy for multivariate Gaussian mixture models. It incorporates the principles of hierarchical clustering, EM algorithm and Bayesian Information Criterion (BIC) to estimate the parameters of Gaussian mixture models. Primarily, it involves the following steps.

1. Implement agglomerative hierarchical clustering for the Gaussian mixture model to obtain classifications for \(g\) mixture components. By default, it can produce up to nine components.
2. Run EM algorithm corresponding to each initial classification obtained in Step 1.
3. Compute BIC for each resulting mixture model and identify the one for which BIC is maximum.

It is less dependent on starting values and has proved to be an efficient clustering mechanism even in the presence of noise, outliers and missing data. For more details on MCLUST, one may refer to Fraley and Raftery [7]. An implementation of MCLUST in R can be found in Fraley et al. [8].

The motivation for using WH approximation in the present work is to transform the underlying gamma components to Gaussian setup. This would facilitate the application of MCLUST to the resulting Gaussian
mixture. Parameter estimation is then carried out through a confidence interval based search approach on each of the resulting components.

2.1 Proposed methodology

Consider a random sample of size $n$ from a finite mixture of two-parameter gamma distributions with $g$ components. First, WH approximation is applied to transform the samples to Gaussian setup. MCLUST (available under mclust package in R) is then applied to estimate the mixture proportions and also to identify component memberships. MCLUST also produces estimates for $\mu_i$ and $\sigma_i^2$, say $\hat{\mu}_i$ and $\hat{\sigma}_i^2$, $i = 1, 2, \ldots, g$, the mean and variance of the resulting $g$ Gaussian components. Using these estimates, one can solve the following non-linear equations obtained through WH approximation to determine the estimates for $(\alpha_i, \beta_i), i = 1, 2, \ldots, g$.

\begin{align}
\frac{\beta_i \Gamma \left( \frac{\alpha_i + 1}{3} \right)}{\Gamma_{\alpha_i}} &= \hat{\mu}_i \\
\frac{\beta_i^2 \Gamma \left( \frac{\alpha_i + \frac{2}{3}}{3} \right)}{\Gamma_{\alpha_i}} &= \hat{\sigma}_i^2 + \hat{\mu}_i^2
\end{align}

From (2.2), we get $\beta_i = \left( \frac{\hat{\mu}_i (\Gamma_{\alpha_i})}{\Gamma \left( \frac{\alpha_i + \frac{1}{3}}{3} \right)} \right)^{\frac{3}{2}}$. Substituting for $\beta_i$ in (2.3) yields

\begin{align}
\frac{\Gamma_{\alpha_i} \Gamma \left( \frac{\alpha_i + \frac{2}{3}}{3} \right)}{\Gamma \left( \frac{\alpha_i + \frac{1}{3}}{3} \right)^2} &= \frac{\hat{\sigma}_i^2}{\hat{\mu}_i^2} + 1
\end{align}

The above non-linear equation does not have a closed form solution for $\alpha_i$ and hence one has to resort to numerical methods. However, in-built functions to solve non-linear equation(s) available in R (unirout.all() in rootSolve package, nleqslv() in nleqslv package), MATLAB (fzero(), fsolve()) and Mathematica (Solve()) either fail to provide solution for (2.4) or result in poor estimates. This may be attributed to the presence of gamma function in (2.4). As an alternative, one can directly maximize the log-likelihood $L^*$ corresponding to every component under the Gaussian setup with $\mu_1 = \frac{\beta_1 \Gamma \left( \frac{\alpha_1 + 1}{3} \right)}{\Gamma_{\alpha_1}}$ and $\sigma_1^2 = \frac{\beta_1^2 \Gamma \left( \frac{\alpha_1 + \frac{2}{3}}{3} \right)}{\Gamma_{\alpha_1}} - \hat{\mu}_1^2$ to obtain the estimates for $(\alpha_1, \beta_1)$. Towards this, we make use of $\hat{\mu}_1$ to construct a $100(1 - \delta)$% Confidence Interval (CI) for $\mu_1$ where $\delta \in (0, 1)$ is a fixed value that determines the coverage probability. For small values of $\delta$, this CI will contain $\mu_1$ with high probability. A subset $S$ containing all values of $(\alpha_1, \beta_1)$ which lies within this CI is obtained via an extensive search in the two-dimensional space using the relation, $\mu_1 = \frac{\beta_1 \Gamma \left( \frac{\alpha_1 + 1}{3} \right)}{\Gamma_{\alpha_1}}$. Finally, the estimates for $(\alpha_i, \beta_i)$ are identified by maximizing the log-likelihood function $L^*$ within the respective subset $S$. One may also use the estimates of $\sigma_i^2, i = 1, 2, \ldots, g$ to construct CI in a similar manner and thereby obtain estimates for the parameters. However, this may be computationally intensive. The algorithm for implementing the proposed methodology is presented below.

Notations:

- $X$: Random sample of size $n$ from a finite mixture of $g$ gamma distributions.
- $Y$: Cube root of $X$.
- $\pi_i$: Mixture proportions.
- $C$: $100(1 - \delta)$% CI for $\mu_i$.
- $I$: Factor of incrementation.
- $L^*$: Log-likelihood function corresponding to every component under Gaussian setup.
Step 1: Define $Y = \sqrt{X}$
Step 2: Run MCLUST on Y
Step 3: Obtain the estimates for $\pi_i, \mu_i, \sigma_i^2$, $i = 1, 2, 3, \ldots, g$
Begin loop
Step 4: For each component $i$
   4.1 Evaluate $C$
   4.2 Identify all $(\alpha_i, \beta_i)$ satisfying $\mu_i = \frac{\beta_i \Gamma(\alpha_i + \frac{1}{2})}{\Gamma\alpha_i}$ within $C$
   4.3 Define $S = (\text{Range}(\alpha_i), \text{Range}(\beta_i))$
Step 5: For $X$ in $i$
   5.1 Specify $I$
   5.2 Evaluate $L'$ within $S$ by $1$
   5.3 Determine $(\tilde{\alpha}, \tilde{\beta})$ that maximizes $L'$
End loop

The factor of incrementation $I$ defines the ‘jumps’ in $S$ at which $L'$ is evaluated. Smaller values of $I$ result in an exhaustive search for parameter values within $S$. An implementation of the above algorithm will provide estimates for the $(3g - 1)$ parameters of GMM.

3. Numerical Illustrations

In this section, the proposed methodology is implemented on simulated and real-life datasets. A simulation study is carried out for a two-component mixture of gamma distributions with equal mixture proportions. The parameter choices considered for this study are presented in Table 1. Mixture data of sizes $n = 50, 100$ and $500$ respectively are generated and the proposed methodology is implemented for $5000$ Monte Carlo (MC) runs using a program developed in R version 3.1.0. One more example is also considered that uses a simulated dataset of sample size $n = 300$ having three components with equal mixture proportions as presented in Table 2. Through this simulation study, we attempt to assess the performance of the proposed algorithm vis-à-vis gammamixEM() in terms of Bias, Standard Deviation (SD) and Mean Square Error (MSE) of the estimates.

<table>
<thead>
<tr>
<th>Case</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_1$</td>
<td>$\beta_1$</td>
</tr>
<tr>
<td>1</td>
<td>9.4</td>
<td>3.2</td>
</tr>
<tr>
<td>2</td>
<td>8.9</td>
<td>3.6</td>
</tr>
<tr>
<td>3</td>
<td>5.2</td>
<td>3.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>$\beta_1$</td>
<td>$\alpha_2$</td>
</tr>
<tr>
<td>2.7</td>
<td>1.2</td>
<td>5.6</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>$\alpha_3$</td>
<td></td>
</tr>
<tr>
<td>3.7</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>$\beta_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 1 represents the plots of the simulated two-component mixture data with 250 observations from each component for various cases in Table 1. From the plots, it is evident that the three cases considered in Table 1 represent well-separated, mild-overlapping and high-overlapping components respectively. Thus, the parameter choices considered in this study intends to assess the performance of the proposed approach in the presence of well-separated as well as overlapping clusters.

For implementing the proposed algorithm, the values for $\delta$ and $I$ are chosen as 0.001 and 0.1 respectively. This would ensure a large coverage probability for the CI resulting in a wider search space and also provide an exhaustive search to identify the estimates accurately. For implementing gammamixEM(), the number of components in the dataset is chosen as its initial value. The results obtained corresponding to proposed methodology and gammamixEM() under various cases are presented respectively in Tables 3 to 5. The measures suffixed with _G and _P in the tables denote those obtained under gammamixEM() and proposed approach respectively. The notation ‘e’ in the table values denotes the standard exponential notation used for representing extremely small/large numerical values in decimal form.
### Table 3: Bias, SD and MSE of estimates for Case 1

<table>
<thead>
<tr>
<th>n</th>
<th>Measure</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\hat{\alpha}_1$</td>
<td>$\hat{\beta}_1$</td>
</tr>
<tr>
<td>50</td>
<td>Bias G</td>
<td>269.1932</td>
<td>0.2988</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>9.63e+03</td>
<td>2.9078</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>9.27e+07</td>
<td>8.5426</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>-1.2622</td>
<td>0.4788</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.1342</td>
<td>0.6242</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>2.8794</td>
<td>0.6188</td>
</tr>
<tr>
<td>100</td>
<td>Bias G</td>
<td>94.6000</td>
<td>0.2998</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>3.28e+03</td>
<td>2.3327</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>1.08e+07</td>
<td>5.5304</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>-0.6414</td>
<td>0.2450</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>0.8097</td>
<td>0.3843</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>1.0668</td>
<td>0.2077</td>
</tr>
<tr>
<td>500</td>
<td>Bias G</td>
<td>3.5329</td>
<td>0.4184</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>44.8854</td>
<td>2.2063</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>2.03e+03</td>
<td>5.0419</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>0.0411</td>
<td>0.0026</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>0.5841</td>
<td>0.2273</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>0.3428</td>
<td>0.0517</td>
</tr>
</tbody>
</table>

### Table 4: Bias, SD and MSE of estimates for Case 2

<table>
<thead>
<tr>
<th>n</th>
<th>Measure</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\hat{\alpha}_1$</td>
<td>$\hat{\beta}_1$</td>
</tr>
<tr>
<td>50</td>
<td>Bias G</td>
<td>140.1000</td>
<td>-1.4127</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>1.96e+03</td>
<td>1.7224</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>3.87e+06</td>
<td>4.9619</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>0.0639</td>
<td>0.6729</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.2290</td>
<td>1.1167</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>1.5141</td>
<td>1.6995</td>
</tr>
<tr>
<td>100</td>
<td>Bias G</td>
<td>122.1000</td>
<td>-1.1795</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>3.28e+03</td>
<td>1.6540</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>1.10e+07</td>
<td>4.1264</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>0.1490</td>
<td>0.4937</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.0504</td>
<td>1.0208</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>1.1252</td>
<td>1.2856</td>
</tr>
<tr>
<td>500</td>
<td>Bias G</td>
<td>1.06e+05</td>
<td>-0.3975</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>4.34e+06</td>
<td>1.5642</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>1.88e+13</td>
<td>2.6042</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>-0.0961</td>
<td>0.8768</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.2588</td>
<td>1.0224</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>1.5934</td>
<td>1.8138</td>
</tr>
</tbody>
</table>
Table 5: Bias, SD and MSE of estimates for Case 3

<table>
<thead>
<tr>
<th>n</th>
<th>Measure</th>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\hat{\alpha}_1$</td>
<td>$\hat{\beta}_1$</td>
<td>$\hat{\pi}_1$</td>
</tr>
<tr>
<td>50</td>
<td>Bias G</td>
<td>185.8000</td>
<td>-1.8638</td>
<td>-0.0006</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>3.27e+03</td>
<td>1.3691</td>
<td>0.3081</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>1.07e+07</td>
<td>5.3476</td>
<td>0.0949</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>3.2358</td>
<td>-0.3848</td>
<td>-0.0051</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.4821</td>
<td>1.2346</td>
<td>0.2305</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>12.6663</td>
<td>1.6719</td>
<td>0.0531</td>
</tr>
<tr>
<td>100</td>
<td>Bias G</td>
<td>43.7600</td>
<td>-1.5619</td>
<td>0.0132</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>167.1973</td>
<td>1.3762</td>
<td>0.3241</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>2.99e+04</td>
<td>4.3332</td>
<td>0.1052</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>3.3516</td>
<td>-0.4623</td>
<td>-0.0068</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.2925</td>
<td>0.9843</td>
<td>0.2215</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>12.9037</td>
<td>1.1823</td>
<td>0.0491</td>
</tr>
<tr>
<td>500</td>
<td>Bias G</td>
<td>61.0100</td>
<td>-0.9441</td>
<td>0.0200</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>1.90e+03</td>
<td>1.3193</td>
<td>0.3023</td>
</tr>
<tr>
<td></td>
<td>MSE G</td>
<td>3.60e+06</td>
<td>2.6315</td>
<td>0.0918</td>
</tr>
<tr>
<td></td>
<td>Bias P</td>
<td>2.9917</td>
<td>-0.0473</td>
<td>-0.0074</td>
</tr>
<tr>
<td></td>
<td>SD P</td>
<td>1.5957</td>
<td>1.2196</td>
<td>0.1491</td>
</tr>
<tr>
<td></td>
<td>MSE P</td>
<td>11.4960</td>
<td>1.4893</td>
<td>0.0223</td>
</tr>
</tbody>
</table>

The results corresponding to the three-component simulated dataset is presented below.

Table 6: Bias, SD and MSE of estimates for three-component mixture

<table>
<thead>
<tr>
<th>n</th>
<th>Measure</th>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\hat{\alpha}_1$</td>
<td>$\hat{\beta}_1$</td>
<td>$\hat{\pi}_1$</td>
</tr>
<tr>
<td>300</td>
<td>Bias G</td>
<td>3.1042</td>
<td>-10.133</td>
<td>-0.0267</td>
</tr>
<tr>
<td></td>
<td>SD G</td>
<td>56.0000</td>
<td>0.7235</td>
<td>0.1308</td>
</tr>
<tr>
<td></td>
<td>MSE_G</td>
<td>3.14e+03</td>
<td>0.5340</td>
<td>0.0180</td>
</tr>
</tbody>
</table>

Proposed Approach

<table>
<thead>
<tr>
<th>n</th>
<th>Measure</th>
<th>Component 1</th>
<th>Component 2</th>
<th>Component 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>Bias_P</td>
<td>0.1575</td>
<td>-1.1470</td>
<td>-0.0098</td>
</tr>
<tr>
<td></td>
<td>SD_P</td>
<td>0.2829</td>
<td>0.2458</td>
<td>0.0210</td>
</tr>
<tr>
<td></td>
<td>MSE_P</td>
<td>0.1048</td>
<td>0.0820</td>
<td>0.0006</td>
</tr>
</tbody>
</table>

It should be noted that for each MC run of the proposed algorithm, MCLUST produces estimates for the means of the components under Gaussian setup. Based on this, CI is constructed and the search space for estimating the scale and shape parameters of the gamma mixture is identified. For purpose of brevity, these results are not presented. Based on simulation results, it can be observed that
1. the estimates produced by the proposed methodology are ‘closer’ to the true parameter values when compared with that of gammamixEM(). This is evident from the small values of Bias corresponding to the proposed approach in Tables 3 to 6.
2. the values of SD and MSE obtained by the proposed approach are smaller than the corresponding values of gammamixEM() for all cases. This indicates that the proposed approach produces reliable estimates.
3. even in the presence of high-overlapping components, the proposed methodology performs better than gammamixEM() as seen from Table 5.

The under-performance of gammamixEM() may be attributed to the fact that it uses visual binning to identify initial classification thereby resulting in poor estimates. This can be seen in the extremely large values of Bias, SD and MSE for gammamixEM() in Tables 3 to 6. However, initial classification in the proposed approach is done through MCLUST that makes use of hierarchical clustering.

The misclassification rates corresponding to 5000 MC runs of Cases 1, 2 and 3 of both gammamixEM() and the proposed approach are presented in Table 7 below.

<table>
<thead>
<tr>
<th>Case</th>
<th>n=50</th>
<th>n=100</th>
<th>n=500</th>
</tr>
</thead>
<tbody>
<tr>
<td>gamma mixEM()</td>
<td>Proposed Approach</td>
<td>gamma mixEM()</td>
<td>Proposed Approach</td>
</tr>
<tr>
<td>1</td>
<td>0.036</td>
<td>0.005</td>
<td>0.029</td>
</tr>
<tr>
<td>2</td>
<td>0.400</td>
<td>0.365</td>
<td>0.415</td>
</tr>
<tr>
<td>3</td>
<td>0.505</td>
<td>0.493</td>
<td>0.505</td>
</tr>
</tbody>
</table>

It can be observed that the proposed approach has a lower misclassification rate than gammamixEM() specifically for Case 1 (well-separated components) and Case 2 (mild-overlapping components).

3.1 Real-life illustration

Here, we consider a real-life illustration discussed in Türkan and Çaliş [24] where gamma mixture models with two components have been used to model actual time-of-death (in days) for 60 irradiated mice. The proposed methodology as well as gammamixEM() is implemented on the dataset and the results are presented below.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Estimates of Component 1</th>
<th>Estimates of Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha_1 )</td>
<td>( \beta_1 )</td>
</tr>
<tr>
<td>gammamixEM()</td>
<td>10.391</td>
<td>28.709</td>
</tr>
<tr>
<td>Proposed Approach</td>
<td>12.200</td>
<td>23.700</td>
</tr>
</tbody>
</table>

A comparison of the estimates reveals that both the methods produce ‘closer’ results. In order to get better insights in terms of bias and standard errors, bootstrap samples of size 100 are generated from the dataset. The average value, bias, standard errors and 95% confidence interval of the resulting bootstrap estimates under the proposed methodology and gammamixEM() are reported in Table 9.

From Table 9, it is observed that the proposed approach results in smaller bias and standard errors in comparison to gammamixEM(). Also, the width of the 95% bootstrap CI is smaller for the proposed approach. This indicates that the proposed methodology produces reliable estimates when compared with gammamixEM().
Table 9: Bootstrap Results for Irradiated Mice Data

<table>
<thead>
<tr>
<th>Measure</th>
<th>Component 1</th>
<th>Component 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{\alpha}_1$</td>
<td>$\bar{\beta}_1$</td>
</tr>
<tr>
<td><strong>gammanixEM()</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>48.3599</td>
<td>31.9493</td>
</tr>
<tr>
<td>Bias</td>
<td>37.9689</td>
<td>3.2403</td>
</tr>
<tr>
<td>Standard Error</td>
<td>254.1724</td>
<td>17.9057</td>
</tr>
<tr>
<td>95% CI</td>
<td>(5.67, 46.35)</td>
<td>(4.07, 75.49)</td>
</tr>
<tr>
<td><strong>Proposed Approach</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>14.7820</td>
<td>22.4960</td>
</tr>
<tr>
<td>Bias</td>
<td>2.5820</td>
<td>-1.2040</td>
</tr>
<tr>
<td>Standard Error</td>
<td>6.1183</td>
<td>7.8748</td>
</tr>
<tr>
<td>95% CI</td>
<td>(8.40, 27.33)</td>
<td>(6.95, 36.00)</td>
</tr>
</tbody>
</table>

4. Discussion

This paper introduces a heuristic methodology to estimate the parameters of a finite mixture of gamma distributions. The approach assumes that all the $(3g - 1)$ parameters of the $g$-component mixture model are unknown. It places no restriction on the parameters and does not involve the use of calculus, complex iterative optimization methods and re-parameterization procedures. It encompasses the concepts of WH approximation, MCLUST algorithm and ML method to arrive at estimates in an efficient manner using a confidence interval based search approach. WH approximation paves way for transforming data from gamma to Gaussian setup. MCLUST produces estimates for the mixture proportions and identifies the components under Gaussian setup. The use of BIC for model accuracy in the MCLUST paradigm ensures that optimum number of components is identified.

From the numerical illustrations, it is clear that the performance of the proposed method is better than gammanixEM() in terms of Bias, SD and MSE across a wide range of parameter choices. The choice of parameters used in the simulation study ensures low, moderate and high overlapping between components. Unlike gammanixEM() that uses visual binning to obtain initial classification, the proposed approach identifies the components through MCLUST using hierarchical clustering which leads to reliable estimates for the parameters. As indicated in Table 7, the misclassification rate of the proposed approach is lower than that of gammanixEM(). However, computational time associated with the proposed method is relatively high owing to the fact that it searches a large two-dimensional space.

To conclude, the proposed approach is novel and it produces estimates that are reliable. Further research is being pursued to implement the proposed methodology in a finite mixture of three-parameter gamma distributions involving location parameters.
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