Abstract

Genetic algorithms (GAs) are stochastic optimization techniques, and we have studied the effects of stochastic fluctuation in the process of GA evolution. A mathematical study was carried out for GA on OneMax function within the framework of Markov chain model. We treated the task of estimating convergence time of the Markov chain for OneMax problem. Then, in order to study hitting time, we study the state after convergence. Keywords: genetic algorithms, OneMax problem, Markov model, convergence time, hitting time

1. Introduction

Since GAs are stochastic optimization methods, we have to take into account a stochastic fluctuation to explain the behaviors of evolution. To do this, we made use of the Wright-Fisher model, a type of Markov chain method. For example, we considered the effects of crossover on the evolution speed of OneMax problem, and carried out the microscopic investigation in terms of linkage analysis. We also studied the convergence time of Markov chain in OneMax problem. This analysis was performed by using the eigenvalues of transition matrix representing the behavior of population in the GA. From this analysis, we found that the convergence of GA to the stationary state can be represented approximately by mutation rate and string length. It is well known from the theory of finite Markov chain that ergodic Markov chain converges to the stationary distribution. We obtained the approximate expression for predicting the convergence time to the stationary state in terms of one parameter.

In this paper, we report the hitting time analysis of GA by the use of Markov chain theory. The hitting time is the step at which the optimum solution appears in a population for the first time during the process of GA evolution. To simplify the analysis, we have separated the process into convergence time $T_c$ and hitting time after convergence $T_h$.

We estimate $T_h$ by experiments of OneMax function, and survey the impact of parameters on the hitting time after convergence. Our results demonstrate that the hitting time distribution $h(t)$ has an exponential form,
and the logarithmic of \( h(t) \) is linearly decreasing function. This means the distribution is almost determined by one parameter \( b \). We estimate the value of \( b \) from the experiments, and report the dependence of \( b \) on the population size and mutation rate.

2. Mathematical Model

We treat the evolution process of a population with \( N \) individuals. The individuals are represented by binary strings of length \( l \), and there are \( n = 2^l \) genotypes, \( i = < i(1), ..., i(1) >, i(k) \in \{0,1\} \).

The OneMax fitness function \( f_i \) is defined as

\[
f_i = \sum_{k=1}^{l} i(k).
\]

Thus the string of all ones \( <1,1,....,1> \) is the optimum solution of this function.

3. Analysis of Hitting Time

In our model, we will investigate the distribution of hitting time \( H(t) \) approximately. Though it is difficult to obtain the theoretical expression of \( H(t) \). Therefore, in order to study the hitting time \( T_H \) directly, we have separated \( T_H \) into converge time \( T_c \) and hitting time after converge \( T_h \). By analyzing \( T_c \) and \( T_h \), we can estimate the upper bound of hitting time\(^{1}\). So we assume

\[
T_H \leq T_c + T_h.
\]

We have used the concept of Markov chain to analyze convergence time \( T_c \). In this study, we used experimental method to estimate the hitting time after convergence \( T_h \). In this study, we obtained the hitting time distribution after convergence \( h(t) \) by the experiments.

3.1. Analysis of convergence

In our study, we used the Wright-Fisher model to theoretically analyze the process of population convergence. The Wright-Fisher model is one of the Markov model in population genetics\(^{6,7}\).

We consider the GA under positive mutation rate \( p_m > 0 \). In this case, all elements of the transition matrix \( P \) are positive, and the Markov chain of schema evolution is irreducible and aperiodic. The Markov chain theory states that an irreducible and aperiodic Markov chain converges to the stationary distribution \( \pi \)

\[
\lim_{t \to \infty} \mu(t) = \pi,
\]

and all elements \( \pi_i \) are positive\(^{8}\).

In order to analyze the evolution of the first order schema, we referenced the total variation distance\(^9\). The total variation distance between the stationary distribution and the first order schema at generation \( t \) is defined as

\[
TV(t) = \frac{1}{2} \sum_{i=0}^{N} |\mu_i(t) - \pi_i|.
\]

By analyzing Markov chain, we have at large \( t \)

\[
TV(t) = C a^t,
\]

where \( C \) is a constant. It should be noted that the convergence behavior is determined by only one parameter \( a \). The parameter \( a \) is the second largest eigenvalue of the transition matrix\(^1\) \( P \).

\[
a = \left( 1 - \frac{1}{t} \right) (1 - 2p_m).
\]

3.2. Analysis of hitting time after convergence

We obtained the hitting time distribution after convergence \( h(t) \) by using the experiments of OneMax problem. The distribution \( h(t) \) is the result of resetting generation \( t = 0 \) when the population achieves the convergence state.

Our results demonstrate that the hitting time distribution \( h(t) \) is an exponential form,

\[
h(t) = B(t)^{\frac{1}{t}},
\]

and the logarithmic of \( h(t) \) is linearly decreasing function

\[
\log h(t) = t \log B(t).
\]

Then, we transform this equation to

\[
\log B(t) = \frac{\log h(t)}{t}.
\]

We calculated the average of \( \log B(t) \),

\[
\log B(t) = \frac{\sum \log B(t)}{t}
\]

and defined a constant,

\[
b = \exp(\log B(t)).
\]

Thus the distribution is almost determined by \( b \)

\[
h(t) \approx b^t.
\]
Figure 1 shows the results with $N=100$, $l=20$ and $p_m = 0.02$. We used the matching time $tm=10$. The dotted line is the approximate curve obtained by eq. (6). We found that the convergence behavior of the GA calculation is well reproduced by eq. (6).

Figure 2 shows the results with $N=100$ and $l=20$. We used the total variation distance at generation 20 to show convergence rate. The line of “Theory” is the result of theoretical calculations. The line of “OneMax” is the result of experiments. We can know that at the same time the smaller the total variation distance is, the faster the convergence rate is. Therefore we can know the result of experiments consists with the result of theoretical calculations. The consistent result is that mutation rate is larger while convergence rate is faster.

Figure 3 shows the results with $N=100$, $l=20$ and $p_m = 0.02$. The left figure is hitting time distribution $H(t)$. The right figure is hitting time distribution after convergence $h(t)$.

Figure 4 shows the results with $N=100$, $l=20$ and $p_m = 0.02$. We calculated the results by eq. (10) and eq. (11).

Figure 5 shows the results with $N=100$, $l=20$ and $p_m = 0.02$. The line of “hitting” is the distribution $h(t)$ is the result of resetting generation when the population achieves the convergence state. The line of “$b^t$” is the result of eq. (13). The two results are roughly consistent. So it means that the distribution is almost determined by one parameter $b$.

Figure 6 shows the results with $N=100$ and $l=20$. From the results we can know that the larger mutation rate is, the slower hitting time is.

5. Summary

We studied the hitting time of GA calculation using the fitness function of OneMax. We have separated hitting time into convergence time and hitting time after convergence. We analyzed the effects of mutation rate.
on hitting time. In our previous results, we found that if mutation rate goes to large, convergence time becomes fast. In the present experiments, if mutation rate is larger, the hitting time after convergence becomes slower. Thus, we consider that there is an optimal value of mutation rate which can make the hitting time fastest.
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