A New Fractal Hyperspectral Image Compression Algorithm
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Abstract—Because of the great data of the hyperspectral image, it is not good for storage and transmission. To work out a high efficiency compression method for hyperspectral image is essential. Prediction encoding is easy to realize and has been studied widely in the hyperspectral image compression field. High compression ratio, resolution independence and fast decoding speed are the main advantages of fractal coding which makes full use of the local self-similarity existing in images and is considered as a promising compression method. However, the application of fractal coding in the hyperspectral image compression field is not widespread. In this paper, we propose a new fractal hyperspectral image compression algorithm. Considering the noises which exist in the hyperspectral image and the integrity of decompression, Firstly, intra-band prediction is implemented to the first band. Checking the noise whether the current encoding band is greater than the threshold value. If it is greater, the current encoding band will be considered to be a noise band and perform intra-band prediction. The first non-noise band which precisely followed the noise band performs the intra-band prediction encoding. The rest of the bands will be encoded by modified fractal coding algorithm. The proposed algorithm can effectively exploit the temporal-spatial correlation in hyperspectral image, since each range block is approximated by the domain block which is of the same size as the range block in the adjacent band. Experimental results indicate that the proposed algorithm provides very promising performance at low bitrate.

Keywords—Hyperspectral image; Fractal; Prediction coding.

I. INTRODUCTION

Hyperspectral remote sensing has been widely applied in many areas such as geology, ecology, atmospheric study, and soil study. It is playing an increasingly important role [1]. Currently, prediction-based, transformation-based and vector quantization-based are the main hyperspectral image compression methods. Reference [2] applies median prediction algorithm for intra prediction, and linear prediction and context prediction mixed algorithm for inter prediction to achieve lossless compression of hyperspectral images. Reference [3] which applies an improved KLT in decorrelation of hyperspectral images doesn’t achieve a significant impact on reconstructed image quality. Shen-En Qian [4] which does not require full search and greatly reduces the complexity provides a fast vector quantization algorithm to improve the generation efficiency of codebook.

Since fractal compression was proposed, there have been a lot of applications. It was not only applied in image compression [5][6], but also was widely applied in video compression recently. Reference [7] explored the fractal video sequences coding in the context of region-based. Reference [8][9] introduced the fractal into the multi-view video compression.

As we observe that there exist strong similarities between adjacent bands of hyperspectral images, fractal coding will be suitable for hyperspectral image compression. In this paper, we combine prediction and fractal coding for hyperspectral image compression.

The rest of the paper is organized as follows. Section II provides the basis of fractal image coding. Section III is the proposed hybrid prediction and fractal compression algorithm. The experimental results are presented in Section IV. And finally the conclusions are outlined in Section V.

II. FRACTAL IMAGE CODING BASIS

A. Background of Fractal Compression

Jacquin described the first practical fractal image compression algorithm based on a Partitioned Iterated Function System (PIFS) [10][11] and divided the image I into two sizes of blocks [12]. The current frame is made up of range blocks ($R_{ni}$) each of which is consist of B×B pixels and allows non-overlapping and covering the entire image. The decode frame is made up of the 2B×2B pixels which are called domain block ($D_{mi}$) and allow overlapping. All the domain blocks form a domain pool. The image can be represented by

$$I = \{R_{ni}\}_{0 \leq i \leq N}$$

(1)

Where $N$ is the total number of range blocks. Each range block $R_{ni}$ shall be approximated by a certain domain block $D_{mi}$ with the transformation $\omega_i : D_{mi} \rightarrow R_{ni}$, which is composed of spatial contraction transformation $\lambda_i$ and grayscale modification transformation $\gamma_i$.

$$\omega_i = \lambda_i \times \gamma_i$$

(2)

$\omega_i$ is often a contracted affine transformation, its general form is:
\omega_i(D_{m(i)}) = \lambda_i(y_i(D_{m(i)})) = s_i \cdot t_k(y_i(D_{m(i)})) + o_i \quad (3)

\gamma_i uses the average value of four adjacent pixels to get B×B pixel block \( \hat{D}_{m(i)} \). As shown in Fig. 1, the average value of four adjacent pixels is:

\[ \hat{d}_{h,v} = \frac{1}{4}(d_{2h,2v} + d_{2h+1,2v} + d_{2h,2v+1} + d_{2h+1,2v+1}) \quad (4) \]

Where \( d_{h,v} \) and \( \hat{d}_{h,v} \) represent pixel values of \( D_{m(i)} \) and \( \hat{D}_{m(i)} \) at the pixel position \((h,v)\), respectively.

\lambda_i introduces the grayscale adjustment parameter \( s_i \), grayscale offset parameter \( o_i \), and isometric transformation \( t_k \) in order to get a better approximation of \( R_{m(i)} \) by further modifying the grayscale of \( D_{m(i)} \). The general form of \( \lambda_i \) is:

\[ \lambda_i \begin{bmatrix} x \\ y \\ z(x,y) \end{bmatrix} = \begin{bmatrix} a & b & 0 \\ c & d & 0 \\ 0 & 0 & s_i \end{bmatrix} \begin{bmatrix} x \\ y \\ z(x,y) \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ o_i \end{bmatrix} \quad (5) \]

Where \( a, b, c \) and \( d \) determine 8 kinds of pixel rearrangements (4 kinds of rotation and 4 kinds of flip); \( s_i \) and \( o_i \) represent brightness adjustment and brightness offset respectively.

The fractal coding is aimed to look for the best matching block \( D_{m(i)} \) and block transformation \( \omega_i \) for each, so that \( R_{m(i)} = \omega_i(D_{m(i)}) \) and \( R_{m(i)} \) are as close as possible in the given distortion metric, namely

\[ d(R_{m(i)} , \omega_i(D_{m(i)})) = \min \{ d(R_{m(i)} , \omega(D_{m(i)})) \} \quad (6) \]

In order to take full advantages of spatial and spectral correlations of hyperspectral image, we propose a new fractal hyperspectral image compression algorithm.

Because there are a part of noises in the hyperspectral image and in order to ensure the accuracy of the data at the same time, it is necessary for the noise image to be special processed. Before we encode a band, we need to judge whether it is the first band. If it is, intra-band prediction coding will be used. If not, we need to judge whether the noise is greater than the threshold value. If it is, the current band will be coded by intra-band prediction. If not, we need to judge whether the noise of previous band is greater than the threshold value. If it is, we use intra-band prediction to code the current band. Otherwise, inter-band fractal coding will be used and then go on encoding the next band. Then the prediction errors and fractal residuals are further transformed, quantified and entropy encoded, and the fractal parameters are also entropy encoded to improve the compression efficiency. The compression scheme divides each band into range blocks with the size of 16×16. The block diagram for this scheme is shown in Fig. 2.

A. Intra-Band Prediction

In this section, we describe the intra-band prediction design of our scheme. The main purpose is to remove spatial correlation as well as obtaining a high quality decoded reference band.
In view of the H.264/AVC frame prediction coding performance in removing spatial correlation, the noise band and the first non-noise band which precisely follows the noise band apply the intra-band prediction coding. Intra-band prediction makes full use of spatial correlation of adjacent blocks and the reconstruction of left and up pixels of the current block. The intra-band prediction is divided into two modes, $16 \times 16$ and $4 \times 4$.

$16 \times 16$ MODE: For the band which has relatively flat texture, it is divided into $16 \times 16$ pixels. There are four candidate prediction modes: Mode0 (Vertical prediction), Mode1 (horizontal prediction), Mode2 (DC prediction), Mode3 (plane prediction). As shown in Fig. 3.

$4 \times 4$ MODE: For the band which has complicated flat texture, it is divided into $4 \times 4$ pixels. There are nine candidate prediction modes: Mode0 (Vertical), Mode1 (Horizontal), Mode2 (DC), Mode3 (diagonal down-left), Mode4 (diagonal down-right), Mode5 (vertical-right), Mode6 (horizontal-down), Mode7 (vertical-left), Mode8 (horizontal-up). As shown in Fig. 4.

The prediction mode with the minimum sum of squared difference (SSD) is chosen as the final prediction mode. The SSD is calculated as follows.

$$SSD(s, c) = \sum_{x=1}^{4} \sum_{y=1}^{4} (s(x, y) - c(x, y))^2$$

Where, $s(x, y)$ represents the source signal at position $(x, y)$; $c(x, y)$ represents the reconstruction signal at position $(x, y)$ using corresponding prediction mode.

### B. Inter-band Fractal Coding

In order to remove the existing spectral redundancy in hyperspectral image, we have made some modifications to the basic block-based fractal image compression scheme. In our scheme, each range block is as large as the domain block in the adjacent band. Considering the adjacent bands have similar spatial topology structures, the isometric transformation process can be omitted. Statistics also shows that the best matching D block appears near R block with a large probability [13], so it’s not necessary to use full search. In our scheme, the search range of block matching is reduced to a small region centering the corresponding position of R block, as shown in Fig. 5.
The specific steps for inter-band fractal coding are as follows:

Step I: The current hyperspectral band image is divided into non-overlapping R blocks with the size of 16×16, and all R blocks can cover the whole band image.

Step II: Encode each R block in turn. Searching the best match for the block in the search area of the adjacent band is the most important work. We need to compute the MSE of different size, such as 16×16, 16×8, 8×16, 8×8, 4×8, 4×4. The size which has the minimum MSE will be the best choice.

\[
MSE(s, o) = \frac{1}{N} \sum_{i=1}^{N} \left[ r_i - (s \cdot d_i + o) \right]^2
\]  

(8)

Where \( r_i \) represents the pixel value of the current R block, \( d_i \) represents the pixel value of the corresponding matching D block, \( N \) represents the number of pixels of the current R block, \( s \) is the scale factor, and \( o \) is the offset factor.

\( s \) and \( o \) are defined as follows:

\[
\begin{align*}
  s &= \frac{1}{N} \left( \sum_{i=1}^{N} r_i \cdot d_i \right) - \sum_{i=1}^{N} d_i \\
  o &= \frac{1}{N} \left( \sum_{i=1}^{N} r_i - s \sum_{i=1}^{N} d_i \right)
\end{align*}
\]  

(9)

Step III: Repeat step II until all the R blocks of the current hyperspectral band have found the best matching blocks.

IV. EXPERIMENTAL RESULT

Two AVIRIS hyperspectral data cubes, “Cuprite” and “Low Altitude”, derived from JPL are used. The size of the data cubes was originally 512 lines×614 pixels with 224 spectral bands and 1087 lines×614 pixels with 224 spectral bands respectively. In this paper, a subset of them with 512 lines×512 pixels with all 224 bands was tested. PSNR is used to measure the quality of the compression data. It is defined as follows:

\[
PSNR = 10 \log_{10} \frac{255^2}{MSE}
\]  

(10)

MSE is calculated as:

\[
MSE = \left[ \frac{1}{N_x N_y N_z} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} \sum_{z=1}^{N_z} (f(x,y,z) - \hat{f}(x,y,z))^2 \right]^{1/2}
\]  

(11)

\( f(x,y,z) \) and \( \hat{f}(x,y,z) \) are respectively the pixel values of the original and the reconstructed data of band z at location (x, y). \( N_x \) is the total number of lines in the data cube, \( N_y \) is the total number of pixels per line, \( N_z \) is the total number of bands.

Fig. 6(a) shows the 10th band of “Cuprite” truncated from the original data cube for the experiment, and Fig. 6(b) shows the decoded result image at 0.1 bpppb. As seen in Fig. 6, there is almost no difference of subjective quality between the compressed image and the original image.
The PSNR comparison results at different bitrates are as shown in Table I and Table II. Experimental results show that the PSNR of “Low Altitude” compressed by the proposed algorithm is slightly lower than that of AT-3D3SPIHT at 0.1bpp. Furthermore, the values of PSNR are all higher than the contrast algorithm at other code rates. Compared with AT-3D3SPIHT algorithm, the PSNR of the proposed algorithm is increased by 1.73 dB in average.

The PSNR of “CUPRITE” compressed by the proposed algorithm are all higher than the contrast algorithm. Compared with AT-3D3SPIHT algorithm, the PSNR of the proposed algorithm is increased by 3.22 dB in average.

The encoding time is used to measure the encoding complexity of the algorithm. The time of the proposed scheme is just about 20% of the reference [15]. So the proposed scheme greatly reduces the encoding time.

V. CONCLUSION

From the experimental results, conclusion can be made that the algorithm proposed achieves effective compression of hyperspectral image at low bit rate, the decoded quality is greatly improved. Besides, the encoding complexity also has reduced. The proposed hybrid prediction and fractal hyperspectral image compression algorithm is a breakthrough to the traditional algorithm framework of hyperspectral image compression, providing a commendable solution for lossy compression of hyperspectral image.
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