Edge Eigenface Weighted Hausdorff Distance for Face Recognition
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Abstract

The different face regions have different degrees of importance for face recognition. In previous Hausdorff distance (HD) measures, points are treated as same importance, or weight different points that calculated from gray domain. In this paper, a new weighting function of HD based on the eigenface from edge domain, which reflects the discriminative properties of face edge images effectively, is proposed for face recognition. Experiments show the proposed method outperforms previous HD measures.
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1. Introduction

In the past decades, face recognition has received significant attention\(^1\). It has applied in wide range of commercial and law enforcement applications. In intelligent transportation system, face recognition systems are widely used for drivers’ licenses and vehicular access\(^1\). Many methods have been proposed. However, various changes in face images, such as facial expression, occlusion, and illumination, make the process more difficult.

Psychological studies have indicated that line drawings of objects can be recognized as quickly and almost as accurately as photographs\(^4\). The evidence
implicates that the process of face detection and face recognition may start at the level of early vision where edge-like retinal images of faces are screened at a very high speed, thus reducing the computation complexity needed to perform high-level cognitive functions. The advantage of using edges as image features is that they can provide robustness to illumination change and simplicity of presentation.

The Hausdorff distance is an efficient measure for binary image comparison. In recent years, many modified Hausdorff distance measures have been proposed to improve the performances in terms of efficiency or accuracy, and applied them to various applications.

In human face analysis, it is usually assumed that the different facial points or facial regions have different degrees of importance. For example, the eyes, mouth, face contour, etc. have higher degree of importance than other face regions, because the edge points of the eyes, mouth and face contour can reflect the structure of human face more effectively. Most of previous Hausdorff distance measures, such as Classic Hausdorff distance (CHD), Modified Hausdorff distance (MHD) and “Doubly Modified Hausdorff distance” (M2HD) do not consider the relative importance among different facial regions, nor make distinction between the different parts of the face.

Spatially Weighted Hausdorff distance (SWHD) and Spatially Eigen-Weighted Hausdorff distance (SEWHD) assign different weighting factors for different facial regions in computing the distance for face recognition, in which the weighting functions are defined according to the representation of gray domain. Hausdorff distance is a measure for two binary point sets, not for grayscale point sets. A point which is important in grayscale domain does not necessarily mean it is important in edge domain. Consequently, it is more suitable to define the weighting function according to the properties of face edge images.

In our previous work, Weighted Hausdorff distance (we call it EFWHD in the following.), in which the weighting function is computed from the edge points appearing frequency, is proposed for face localization. However, for face recognition, the weighting function should be able to reflect the discriminative properties among different face edge images.

In this paper, a new weighted Hausdorff distance measure is proposed for face recognition. In the new measure, the weighting function is generated based on the eigenface of edge images, not the eigenface of grayscale images as proposed in ref. 5, nor the edge points appearing frequency in ref.9. Therefore, the weighting function can reflect the discriminative properties of face edge images effectively. Based on the proposed weighting function, a new Hausdorff distance measure termed Edge Eigenface Weighted Hausdorff distance (EEWHD) is applied to face recognition. The performances of proposed Hausdorff distance measure was evaluated on Yale face database, and were compared with previous ones. Experimental results show that the proposed weighted Hausdorff distance measure achieves higher recognition rate than previous ones.

The rest of the paper is organized as follows. In Section 2, some Hausdorff distance measures are briefly overviewed. The proposed weighted Hausdorff distance and its application to face recognition are described in Section 3. In Section 4, the experimental results are illustrated to show the superiority of proposed measure. And conclusions are given in Section 5.

2. Overview of Hausdorff Distance

2.1. Classic Hausdorff Distance

Given two finite point sets \( A = \{a_1, \ldots, a_p\} \) and \( B = \{b_1, \ldots, b_q\} \), the classic Hausdorff distance (CHD) is defined as

\[
H(A, B) = \max(h(A, B), h(B, A))
\]

where

\[
h(A, B) = \max_{a \in A} \min_{b \in B} \|a - b\|
\]

and \( \|a - b\| \) is the Euclidean distance between \( a \) and \( b \).

The function \( h(A, B) \) is called the directed Hausdorff distance from \( A \) to \( B \). It identifies the point \( a \in A \) that is the farthest from any point of \( B \) and measures the distance from \( a \) to its nearest neighbor in \( B \). The Hausdorff distance \( H(A, B) \) is the maximum of \( h(A, B) \) and \( h(B, A) \). Consequently, it is able to measure the degree of mismatch between two sets by measuring the distance of the point of \( A \) that is farthest from any point of \( B \), and vice versa.
2.1. Some modified Hausdorff distances with no weighting function

A number of modified Hausdorff distance measures\textsuperscript{6-17} have been proposed which provide a more reliable and robust measure than the original one. Dubuisson\textsuperscript{8} proposed a modified Hausdorff distance (MHD) measure for object matching. MHD was also applied to face localization by Josorskey et al\textsuperscript{12}. The directed MHD is defined as

$$h(A, B) = \frac{1}{N_A} \sum_{a \in A} \min_{b \in B} \|a - b\|$$

where $N_A$ is the number of points in $A$.

Takacs\textsuperscript{9} introduced the notion of neighborhood function and associated penalty to ‘doubly’ modified Hausdorff distance (M2HD). This directed M2HD is defined as

$$h(A, B) = \frac{1}{N_A} \sum_{a \in A} d(a, B)$$

where

$$d(a, B) = \max(I \times \min_{b \in B} \|a - b\|, (1 - I)P)$$

In this formulation, $N_a^b$ is the neighborhood of point $a$ in set $B$. $I$ is an indicator, which is equal to 1 if there exists a point $b \in N_a^b$, and 0 if otherwise.

Many other measures were proposed to alleviate the sensitivity of the Hausdorff distance to outlier points and occlusion, or can fast the matching process. Huttenlocher et al\textsuperscript{7} proposed a partial Hausdorff distance (PHD) measure for comparing partial portions of images containing severe occlusions or degradations. Sim et al\textsuperscript{13} proposed two robust HD measures based on M-estimation and least trimmed square for object matching which are robust to outliers and occlusions. Zhu et al\textsuperscript{14} proposed weighted modified Hausdorff distance (WMHD) in the circular Gabor feature space to determine which position can be possible object model location. Gao et al\textsuperscript{15} introduced a new conception of Hausdorff distance based on line segmentation for face recognition and achieved higher recognition rate. Gao\textsuperscript{16} proposed a modified Hausdorff distance based on dominant point to fast the matching process and reduce the memory requirement. Han\textsuperscript{17} proposed Hausdorff distance with explicit paring (HDEP) by considering the candidate of correspondence for 3D object recognition. Zhao\textsuperscript{18} proposed a new Hausdorff distance by transforming the binary image to gray image to reduce the sensitivity of noisy and outliers. Chen\textsuperscript{3} proposed a novel face image similarity measure based on Hausdorff distance, which is applied to feature space, not the points set. In these measures, they do not consider the relative importance between the different face regions.

2.2. Weighted Hausdorff distance for face analysis

In the application of face analysis, some HD measurements are proposed by considering the relative importance between the different face regions. Lin et al\textsuperscript{6} proposed spatially weighted Hausdorff distance (SWHD) and spatially eigen-weighted Hausdorff distance (SEWHD) by considering the importance of different face regions. The directed Hausdorff distances of both SWHD and SW2HD have the same form

$$h(A, B) = \frac{1}{N_A} \sum_{a \in A} w(b) \min_{b \in B} \|a - b\|$$

where $w(b)$ is weighting function. For SWHD, the weighting function is determined manually according to the spatial information of face. For SEWHD, the weighting function is generated by the first eigenface of the training set. When the two weighting functions incorporate with M2HD, the directed Hausdorff distances are called spatially weighted double modified Hausdorff distance (SWM2HD) and spatially eigen-weighted doubly modified Hausdorff distance (SEW2HD).

However, though the weighting functions of SWHD and SEWHD treat different face regions with different importance, they have some problems when applied to face localization as described in Section 1. A simple example to illustrate the problems is also shown in the Section 3.

Tan\textsuperscript{10} proposed EFWHD for face localization, in which the weighting function is calculated by the edge points appearing frequency. Thus, the weighting function can reflect the common properties of different face edge images, and is suitable for face detection. However, for face recognition, the aim is to distinguish faces of different persons. The weighting function should be able to reflect the discriminative properties among different face edge images.
3. Face recognition using new weighted Hausdorff distance

3.1. Edge Eigenface Weighted Hausdorff distance

In face recognition, the weighting function of Hausdorff distance should be able to represent the discriminative properties of the edge images of human face. The sizes of all faces in the training set can be normalized firstly. Then, the proposed weighting function can be generated by the first eigen-vector of the edges of human face, that is

\[ w(x, y) = \left( \frac{255}{\max(v) - \min(v)} \right) v(x, y) \]  \hspace{1cm} (7)

where \( v(x, y) = |v_1(x, y)| \), and \( v_1(x, y) \) is the first eigen-vector of the face edge images. \( \max(v) \) and \( \min(v) \) represent the maximum and minimum magnitudes of \( v(x, y) \). We call the Hausdorff distance using the proposed weighting function as Edge Eigenface Weighted Hausdorff distance (EEWHD) in the following.

The definition of weighting function is very similar to that of SEWHD\(^5\) and EFWHD\(^10\). However, the proposed weighting function is based on the first eigenface of edge images, while the weighting function of SEWHD is based on the first eigenface of grayscale images, the weighting function of EFWHD is generated from the edge points appearing frequency which reflect the common properties of different faces.

We illustrate the idea of proposed weighting function, and compare it with the weighting function used in SEWHD and EFWHD by a simple example shown in Fig. 1, in which the original images are assumed to be simple structures of human face. Since different persons have different sub-structures in the face, we can suppose there are two classes of face, as shown in Fig. 1. Then, the first eigen-vector of grayscale images and that of edge images are calculated. We can see that the first eigen-vector of grayscale images can reflect the essential difference between the two classes in grayscale domain, but fail to reflect the essential difference between the two classes in edge domain. The edge appearing frequency can reflect the common properties of the edge images effectively, but fail to represent the discriminative properties between the two edge images. However, the proposed weighting function can reflect the essential difference between the two classes in edge domain effectively. Our goal is to distinguish the two classes in edge domain, neither to do in grayscale domain, nor to detect the two classes. In terms of face recognition using face edge images, we think using the eigen-vector of edge images as the weighting function is more suitable.

![Fig. 1 A simple example of different weighting functions](image1)

Fig. 1 A simple example of different weighting functions

Fig. 2 and Fig.3 give examples of false matching using the weighting function of SEWHD and EFWHD to distinguish the two classes. For simplicity, the edge images of the two classes are compared, one as model and the other as test image. In the process of matching using SEWHD, which is shown in Fig.2, the Hausdorff distance of the model and the edge of the test image is 0, which means the model matches the test image. And the test image is determined as the wrong class. In Fig.3, it also can be found that the Hausdorff distance calculated by EFWHD is very small. Thus, the test image is apt to be classified to wrong class. The wrong classification of the two examples is due to the unsuitable weighting function. However, if using the proposed weighting function, the Hausdorff distance of the model and the edge of test image is not zero, nor small value, and therefore, can indicate that the test image is not as same class as that of the model if a suitable threshold is set.

![Fig. 2 Example of wrong matching using SEWHD](image2)

Fig. 2 Example of wrong matching using SEWHD
3.2. Applied to face recognition

The proposed Edge Eigenface Weighted Hausdorff distance (EEWHD) is applied to face recognition. Fig. 4 shows the framework of face recognition system. The preprocess is as same as that in ref. 8 and the others is as same as that in ref. 5. The following describes each process briefly.

Given a test face image, the face edge image can be obtained using the same process as that in training process. Then, the edge image of test face is compared to all face models in the training set using EEWHD. The results are ranked according to the value of EEWHD.

4. Experimental Results and Discussions

The proposed method was implemented with Matlab. We tested the performance of the proposed Hausdorff distance measure, and compared it with other Hausdorff distance measures for face recognition.

4.1. Experimental setup

The proposed method was tested on Yale database 11. Yale database consists of 165 grayscale images of 15 different persons. There are 11 images per subject, one per different facial or configuration: enter-light, w/glasses, happy, left-light, w/no glasses, normal, right-light, sad, sleepy, surprised, and wink.

This database features a larger variety of illumination, facial expression, and occlusion.

In the process of generating face model, one image of each person in the Yale database, totally 15 face images, are selected. The remaining face images, totally 150 face images, are used for testing.

4.2. Experimental results

To show the superiority of the proposed method, we compare the proposed distance (EEWHD) with other Hausdorff distance measures. Some Hausdorff distances mentioned above are investigated including,

- Classic Hausdorff distance (CHD)
- MHD
- SEWHD
- EFWHD

All of these methods use the same pre-process as the proposed method, and the same binary face model was applied.

When calculating SEWHD, the weighting function generated from the first eigenface of grayscale images are obtained from the same training set as that for the proposed method. Also, the weighting function of EFWHD is obtained from the same training set as well.

In the first experiment, the images which are ‘no glasses’ are selected as training set. Others are used for testing. The pixel ratio is set to 19%. The accumulative
recognition rates of these measures are shown in Fig. 5. From Fig. 5, it can be seen that EEWHD outperforms other measures, which achieves recognition rate of 91.3%, 94.0% and 96.7% for the first one, the first three and the first five likely matched faces, respectively. The reason is that the weighting function is based on the first eigen-vector of face edge images, and hence can discriminate the essence of edge images of different subjects. Although EFWHD is proposed for face localization, it works pretty well for face recognition. However, the recognition rate of EFWHD is 89.3%, lower than that of the proposed method EEWHD 91.3%. The underlying reason is that the weighting function for EFWHD is obtained in edge domain, but unlike EEWHD it does not incorporate or represent the discriminative information among different faces.

SEWHD calculates PCA on grayscale images and the weighting function encodes the information about gray image structure. However, the recognition rate of SEWHD is 75.3% due to its inefficiency to represent the edge structure of images. In fact, the accumulative recognition rates of SEWHD are 75.3%, 82.7%, 88.7% for the first one, three, five matched faces, which are evidently lower than that of EEWHD, and even lower than that of MHD.

In the second experiment, the images which are ‘no glasses’ in Yale database are selected as training set. Others are used for testing. The pixel ratio varies from 0.15 to 0.25 to test the influence of the pixel ratio on the performance of the proposed algorithm.

The performances of these methods are reported in Fig. 6. From Fig. 6, it can be observed that the recognition rates of EEWHD are higher than others in most tests. The best performance of EEWHD is achieved when pixel ratio is set to 0.19, where the recognition rate is 91.3%, while the best performances of CHD, MHD, SEWHD, and EFWHD are 52%, 85.3%, 76.0% and 90%, respectively. Furthermore, the average recognition rate over these 11 tests (pixel ratio from 0.15 to 0.25) of CHD, MHD, SEWHD and EFWHD are 46%, 83.5%, 74% and 88.5% respectively, lower than that of EEWHD 88.9%.

In the third experiment, one of 11 types of images is selected as training set, and other types or images are used as testing set. Since there are 11 types of images in Yale database, the test is performed 11 times, with each type being the training set for each time. Fig. 7 shows the experimental results where the pixel is set to 0.19.

EEWHD outperforms other Hausdorff distance measures in terms of the average recognition rate over the 11 tests. The average recognition rates for the first
one, the first three and the first five likely matched faces for EEWHD are 78.4%, 86.3% and 90.6%, respectively. While they are 77.4%, 85% and 90.1% for EFWHD, 77.1%, 86.3% and 90.6% for MHD, 68.4%, 78.9% and 85.8% for SEWHD, 35.9%, 56.4% and 68.3% for CHD. This comparison shows that the proposed algorithm is more robust against different training sets than other methods when the pixel rate is 0.19.

The fourth experiment extends the third experiment and the performances of these methods using different type of images as training data when the pixel ratio varies from 0.15 to 0.25 are tested. The statistic results are shown in Fig. 8. EEWHD also produces best performances in terms of average recognition rate over different training types of images. It can be seen that EEWHD outperforms other methods at every pixel ratio. Also, the average of the average recognition rate over different pixel ratio for EEWHD is 77.0%, slightly higher than 76.9% for EFWHD. However, the average recognition rate of EEWHD is much higher than that of MHD, SEWHD and CHD (75.7%, 66.7% and 38.1%).

![Fig. 8 Comparison of average recognition rates using different pixel ratio and different training set](image)

Again, this experimental result confirms that both EEWHD and EFWHD perform significantly better than CHD, MHD, and SEWHD since both of them utilize the edge properties. The weighting functions of EEWHD and EFWHD are close to each other in Yale database and hence they give similar recognition rates.

Now we compare the highest average recognition rates (i.e., the maximum taken over all pixel rates) over different types of training images. EEWHD achieves the maximum 78.4% at the pixel ratio 0.19, slightly lower than 78.8% by EFWHD achieving maximum at pixel ratio 0.20. MHD, SEWHD, CHD achieve maxima at pixel rate 0.19, 0.16, 0.25, respectively, and giving the highest recognition rate 77.1%, 68.4%, 44%, which are lower than both EEWHD and EFWHD.

In all tests in spite of pixel ratio and the type of training set, EEWHD’s best recognition rate is 91.3% (pixel ratio =0.19 and using ‘noglasses’ for training). For MHD, SEWHD and EFWHD, the highest recognition rate are 88%, 76% and 90.7% respectively, all obtained when using ‘normal’ as training set and set pixel ratio as 0.19. CHD achieves its best performance 54.7% when pixel ratio is 0.22 and using ‘normal’ for training.

As mentioned above, EEWHD achieves the best performances in the experiments. The performances of using EEWHD are slightly better than that of EFWHD, and much higher than those of SEWHD, MHD and CHD. The experimental results show that the proposed method can work well using different types of training set, including different types of illumination. This is because the weighting function of EEWHD can reflect the discriminative structures of different persons in edge domain.

### 4.3 Discussions

In our experiments, the performances obtained by using SEWHD[^3] are even lower than those of MHD. One of the reasons is the roughness of pre-process in our experiments. However, a more important reason is that the weighting function of SEWHD, which is based on the first eigenface of grayscale images, can not reflect the discriminative properties of edge images. A point which is important in grayscale domain does not necessarily mean it is also important in edge domain. From the experimental results, it is also found that the performances of EFWHD[^10] are slightly lower than EEWHD since its weighting function is generated in edge domain. Consequently, we think it is more suitable to define the weighting function according to the properties of face edge images.

### 5. Conclusion

In this paper, a new weighting function of Hausdorff distance for face recognition is proposed. The weighting function is generated based on the first eigenface of
Huachun Tan and Yu-Jin Zhang

edge images, neither the first eigenface of grayscale images proposed in SEWHD, nor the edge points appearing frequency in EFWHD. Since the proposed weighting function incorporates the discriminative properties of face edges more effectively, EEWHD outperforms other Hausdorff distance measures in face recognition applications. Experiments on Yale face database show the superiority of the proposed method over the previous ones. The best performance is achieved by EEWHD, where the recognition rate for the first one, the first three and the first five likely matched faces are 91.3%, 94.0% and 96.7%, respectively. The highest average recognition rate over different types of training set for EEWHD is 78.4% at the pixel ratio 0.19, which is slightly lower than EFWHD but significantly higher than MHD, SEWHD and CHD. Furthermore, EEWHD produces best average recognition rate using different types of images as training data and varying the pixel ratio from 0.15 to 0.25. The average recognition rate of EEWHD is 77.0%, outperforming EFWHD, MHD, SEWHD, and CHD. Since both the weighting functions of EEWHD and EFWHD are obtained in edge domain, and very close to each other in Yale database, EEWHD and EFWHD give similar results. Unlike EEWHD, EFWHD does not incorporate or represent the discriminative information among different face edge images, and hence it performs slightly worse than the proposed method.

In our experiments, the recognition rate may be affected by pre-process. The recognition rate can further be improved by extracting face edges more effectively in the pre-process stage. This is our future work.
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