Fuzzy modelling of visual texture: coarseness, contrast and directionality properties
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Abstract

The analysis of the perceptual properties of texture plays a fundamental role in tasks like semantic description of images or content-based image retrieval using linguistic queries. In this paper, we propose to model these properties by means of fuzzy sets defined on the domain of some representative measures. In our approach, the membership functions associated to these fuzzy sets are obtained by learning a functional relationship between the computational values given by the measures and the human perception of the properties. The performance of each fuzzy set is analyzed and tested with human assessments, allowing us to identify the most suitable model to represent each property.
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1. Introduction

The most natural way for humans to describe visual texture is by using some perceptual properties, like coarseness, directionality, contrast, line-likeness or regularity \cite{1, 2}. The analysis of these properties in images can be very useful in fields where some interaction with subjects is needed. For example, it plays a fundamental role in tasks like semantic description of images \cite{3, 4, 5} or in content-based image retrieval systems using linguistic queries \cite{6, 7, 8}, where a perceptual texture characterization is needed.

There are many measures in the literature that, given an image, capture the presence of these texture properties in the sense that the greater the value given by the measure, the greater (lower) the presence of the property \cite{9, 10}. However, there is no perceptual relationship between the value given by these measures and the degree in which the humans perceive the texture. For example, given a certain value calculated by applying a coarseness measure to an image, there is not an immediate way to decide whether there is a coarse texture, a fine texture or something intermediate (i.e. there is not a textural interpretation).

The imprecision associated to these measures suggests the use of representation models that incorporate the uncertainty. Nevertheless, the majority of the approaches that can be found in the literature are crisp proposals \cite{11, 9, 12} which do not model any kind of imprecision. To face this problem, some proposals arise from the fuzzy set field, and more specifically from the content-based image retrieval area \cite{6, 8, 13, 14}. In these proposals, a mapping from low-level statistical features (the crisp measures described above) to high level textural concepts is performed by defining membership functions for each textural feature.

However, in all these fuzzy approaches the membership functions are adjusted manually or by using a fuzzy clustering, but without considering the relationship between the measure values and the human perception of the property. This implies that the obtained membership degrees do not necessarily match what a human would expect. In addition, all these fuzzy approaches do not propose a global modelling of the textural concept, but a fuzzy partition providing a set of linguistic terms associated to this concept. This type of solution is unsuitable for some classical tasks, like pattern recognition, because a single presence degree of the textural property cannot be obtained, but one membership degree for each linguistic term in the partition.

In this paper, we propose a perception-based fuzzy approach for texture modelling in order to solve all these problems. In this approach, each texture property is modelled by means of a unique fuzzy set defined on the domain of a representative crisp measure. Thus, the obtained fuzzy set will directly represent the presence degree of the property, allowing its use in pattern recognition problems, as it will be shown in section 5. In order to obtain the membership function, a functional relationship between the computational values given by the measures and the human perception of the corresponding property is learned. This way, the presence degree given by the obtained fuzzy set will match what a human would expect. According to the psychological experiments performed by Tamura \textit{et al}. in \cite{2}, coarseness, contrast and directionality are considered the three most important texture properties, playing a fundamental role in human visual interpretation \cite{8, 15, 16}. In this paper, we will focus our study on these properties.

The rest of the paper is organized as follows. In section 2 a general overview introducing our methodology is presented. After that, some ele-
ments of the model are described in detail in the following sections; concretely, the way to obtain human assessments about the perception of the properties is faced in section 3, while section 4 describes the method employed to obtain the membership functions of the proposed fuzzy sets. In section 5 some results obtained by applying the models are shown, and the main conclusions are summarized in section 6.

2. Fuzzy modelling of texture properties: an overview of the proposal

As mentioned in the above section, in this paper we propose to model texture properties by means of fuzzy sets. From now on, let \( \mathcal{P} = \{ \text{fineness}^1, \text{contrast}, \text{directionality} \} \) be the set of texture properties that will be modelled in this paper and let \( \mathcal{F} = \{ F_1^p, \ldots, F_K^p \} \) be a set of representative computational measures of the property \( p \in \mathcal{P} \). In our approach, we propose to model a texture property \( p \in \mathcal{P} \) as a fuzzy set \( \mathcal{T}_k^p \) defined on the domain of a measure \( F_k^p \), where the membership function \( ^2 \) of this fuzzy set will be defined as

\[
\mathcal{T}_k^p : \mathbb{R} \rightarrow [0,1]
\]  

For this modelling, two questions need to be faced: (i) what reference set should be used for the fuzzy set; and (ii) how to obtain the related membership function. Regarding the reference set, we will define the fuzzy set on the domain of a given computational measure \( F_k^p \in \mathcal{F} \). The measures analyzed in this paper, corresponding to fineness, contrast and directionality properties, are listed in the first column of Table 1. It should be noticed that most of these measures were developed in the early nineties. However, they are still considered the state of the art in the characterization of the perceptual properties of texture. All of them are automatically computed from the texture images.

Regarding the membership function, we propose to obtain it by using a perceptually-based approach that relates the computational measures with the human perception of the property. For this purpose, two questions need to be faced: firstly, how to obtain the data about the “human perception” of the property and, secondly, how to fit these data with the measures in order to obtain the membership function. To get information about the human perception of a texture property \( p \in \mathcal{P} \), a set of images covering different presence degrees of this property will be gathered. These images will be used to collect, by means of a poll, human assessments about the perceived presence of the property.

Now on, let \( \mathcal{I}^p = \{ I^p_1, \ldots, I^p_{N_p} \} \) be the set of \( N_p \) images representing examples of the property \( p \), and let \( \Gamma^p = \{ v^p_1, \ldots, v^p_{N_p} \} \) be the set of values associated to \( \mathcal{I}^p \), with \( v^p_i \) being the value representing the presence degree of the property \( p \in \mathcal{P} \) perceived by humans in the image \( I^p_i \in \mathcal{I}^p \). The description of the texture image set and the way to obtain \( \Gamma^p \) are detailed in section 3.

To obtain the membership function \( \mathcal{T}_k^p \) for a given measure \( F_k^p \in \mathcal{F} \) of the texture property \( p \in \mathcal{P} \), a robust fitting method will be applied in order to obtain suitable functions relating the values of the measure calculated for each image with the presence degree of the property \( p \) perceived by humans. This fitting method is described in section 4.

3. Assessment Collection

In this section, the way to obtain the set of values \( \Gamma^p = \{ v^p_1, \ldots, v^p_{N_p} \} \) that represent the presence degree of the property \( p \in \mathcal{P} \) perceived by humans in the images \( I^p_i \in \mathcal{I}^p \), will be described. For this purpose, firstly the image set \( \mathcal{I}^p \) will be selected (section 3.1). After that, a poll for getting assessments about the perception of the property will be designed (section 3.2). Finally, for a given image, the assessments of the different subjects will be aggregated (3.3).

3.1. The texture image set

For each property \( p \in \mathcal{P} \), a set \( \mathcal{I}^p = \{ I^p_1, \ldots, I^p_{N_p} \} \) of \( N_p = 80 \) images representing examples of this property has been selected. Figure 1 shows some images extracted from the set \( \mathcal{I}^p \) corresponding to the properties of fineness (Figure 1(a)), contrast (Figure 1(b)) and directionality (Figure 1(c)). Each set has been selected satisfying the following conditions:

- It covers the different presence degrees of the property.
- The number of images for each presence degree is representative enough.
- Each image shows, as far as possible, just one presence degree of the property.

Due to the third condition, each image can be viewed as “homogeneous” respect to the presence degree of the corresponding property, i.e., if we select two random windows (with a dimension which does not “break” the original texture primitives and structure), the perceived presence of the property will be the same for each window (and also with respect to the original image). In other words, we can see each image \( I^p_i \in \mathcal{I}^p \) as a set of lower dimension images (sub-images) with the same presence degree of the original one. This will be very useful for the fitting process, because we can have a larger number of fitting points without extending the number of images used in the poll.
3.2. The poll

Given the image set $\mathcal{P}$, the next step is to obtain assessments about the perception of the corresponding property $p \in \mathcal{P}$ from a set of subjects. From now on, we shall note as $\Theta^{(p,i)} = [\theta^{(p,i)}_1, ..., \theta^{(p,i)}_L]$ the vector of assessments obtained from $L$ subjects for the image $I^p_i$. We considered three alternatives to get $\Theta^{(p,i)}$:

- To ask subjects about a presence degree between 0 and 1 for each image in the set.
- To ask subjects to describe the image property using linguistic labels in a pre-defined term set (e.g., very low, medium, high, etc.), so that each label has associated a presence degree. The main drawback of this approach is that only a few linguistic labels can be considered for each property, as it is very difficult for humans to discriminate between more classes without using visual examples associated to them.
- To ask subjects to describe the image property using linguistic labels, where each label has associated a visual example that represents the corresponding presence degree. Thus, humans are able to discriminate between more different classes. From now on, let $R^p$ be the number of classes that have been considered in the poll for the property $p \in \mathcal{P}$. One of the classes represents the presence degree of 1 of this property. In our proposal, traditional examples used in the literature to define very fine, high contrasted and very directional textures has been considered for this class [17]. An example that represents this presence degree for each property is shown in the first image of figures 1(a), 1(b) and 1(c), respect-
tively. Another of the classes considered in the poll represents the presence degree of 0 of the property. In this case, again, traditional examples used in the literature to define very coarse, very low contrasted and very non-directional textures have been considered for this class. The last image of figures 1(a) and 1(b) shows an example of this presence degree for fineness and contrast properties, respectively. In the case of directionality, the presence degree of 0 is associated to texture primitives that do not have a dominant dimension or their arrangement does not have a dominant orientation, as it is shown in the last two images of Figure 1(c).

The rest of classes represent presence degrees of the property between 0 and 1. In the case of fineness, nine classes have been regarded, considering gradual variations in the size of texture primitives, as it is shown in the sample images of Figure 1(a). It should be noticed that these images are in decreasing order according to the presence degree of the fineness concept. In the case of contrast, five classes have been considered, taking into account gray level differences in texel edges in order to scale their contrast between the classes corresponding to degrees 1 and 0. The five representative images used in the poll are shown in Figure 1(b). In the case of directionality, six classes have been regarded, considering gradual variations in texels orientation or/and shape, as it is shown in the second and third images of Figure 1(c).

In our approach, 20 subjects have participated in the poll. As result, a vector of 20 assessments \( \Theta^{p,i} = [\theta_{1}^{p,i}, \ldots, \theta_{20}^{p,i}] \) is obtained for each image \( I_{p} \) in \( \mathcal{P} \).

The degree \( \theta_{j}^{p,i} \in [0,1] \) associated to the assessment given by the subject \( S_{j} \) to the image \( I_{p} \) is computed as \( \theta_{j}^{p,i} = (R_{p} - k)/(R_{p} - 1) \), where \( k \in \{1, \ldots, R_{p}\} \) is the index of the class to which the image is assigned by the subject.

### 3.3. Assessment aggregation

Our aim at this point is to obtain, for each image in the set \( \mathcal{P} \), one assessment \( v_{p}^{i} \) that summarizes the assessments \( \Theta^{p,i} \) given by the different subjects about the presence degree of the property \( p \in \mathcal{P} \).

To aggregate opinions we have used an OWA operator guided by a quantifier [18]. Concretely, the quantifier “the most” has been employed, which allows to represent the opinion of the majority of the subjects. This quantifier is defined as

\[
Q(r) = \begin{cases} 
0 & \text{if } r < a, \\
\frac{r-a}{b-a} & \text{if } a \leq r \leq b, \\
1 & \text{if } r > b 
\end{cases} 
\]

with \( r \in [0,1], \ a = 0.3 \) and \( b = 0.8 \). Once the quantifier \( Q \) has been chosen, the weighting vector of the OWA operator can be obtained following [18] as \( w_{j} = Q(j/L) - Q(j-1/L), j = 1,2,\ldots,L \). According to this, for each image \( I_{p}^{i} \in \mathcal{P} \), the vector \( \Theta^{p,i} \) obtained from \( L \) subjects will be aggregated into one assessment \( v_{p}^{i} \) as follows:

\[
v_{p}^{i} = w_{1} \theta_{1}^{p,i} + w_{2} \theta_{2}^{p,i} + \ldots + w_{L} \theta_{L}^{p,i} 
\]

where \( [\theta_{1}^{p,i}, \ldots, \theta_{L}^{p,i}] \) is a vector obtained by ranking in nonincreasing order the values of the vector \( \Theta^{p,i} \).

### 4. Fitting the membership function

At this point, the aim is to obtain, for a given measure \( F_{W}^{p} \in \mathcal{F}_{W} \) of a property \( p \in \mathcal{P} \), the corresponding membership function \( T_{W}^{p} \). In this paper, we propose to find a function that associates the measure values of the property with the corresponding human assessments about it. As it was pointed out in section 3.1, thanks to the “homogeneity” in the presence degree of the property, each image \( I_{p}^{i} \in \mathcal{P} \) can be seen as a set of sub-images with the same presence degree \( v_{p}^{i} \) of the original one. From now on, we will note as \( T_{W}^{p} = \{I_{p}^{i}, w = 1, \ldots, W\} \) the set of sub-images extracted from \( \mathcal{P} \).

<table>
<thead>
<tr>
<th>Fineness measure</th>
<th>Fitting error</th>
<th>Test error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amadasun [10]</td>
<td>0.1333</td>
<td>0.1695</td>
</tr>
<tr>
<td>Correlation [9]</td>
<td>0.1401</td>
<td>0.1747</td>
</tr>
<tr>
<td>Abbadeni [19]</td>
<td>0.1639</td>
<td>0.1947</td>
</tr>
<tr>
<td>FD [20]</td>
<td>0.1776</td>
<td>0.2084</td>
</tr>
<tr>
<td>Tamura [2]</td>
<td>0.1913</td>
<td>0.2070</td>
</tr>
<tr>
<td>ED [21]</td>
<td>0.2009</td>
<td>0.2168</td>
</tr>
<tr>
<td>DGD [22]</td>
<td>0.2031</td>
<td>0.2339</td>
</tr>
<tr>
<td>LH [9]</td>
<td>0.2150</td>
<td>0.2336</td>
</tr>
<tr>
<td>Weszka [23]</td>
<td>0.2157</td>
<td>0.2411</td>
</tr>
<tr>
<td>Contrast [9]</td>
<td>0.2161</td>
<td>0.2475</td>
</tr>
<tr>
<td>SRE [25]</td>
<td>0.2207</td>
<td>0.2418</td>
</tr>
<tr>
<td>SRE [25]</td>
<td>0.2236</td>
<td>0.2415</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Contrast measure</th>
<th>Fitting error</th>
<th>Test error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamura [2]</td>
<td>0.0340</td>
<td>0.0649</td>
</tr>
<tr>
<td>Amadasun [10]</td>
<td>0.0780</td>
<td>0.1108</td>
</tr>
<tr>
<td>Abbadeni [19]</td>
<td>0.1003</td>
<td>0.1303</td>
</tr>
<tr>
<td>Haralick [9]</td>
<td>0.1157</td>
<td>0.1416</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Directionality measure</th>
<th>Fitting error</th>
<th>Test error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tamura [2]</td>
<td>0.0687</td>
<td>0.1064</td>
</tr>
<tr>
<td>Abbadeni [19]</td>
<td>0.0788</td>
<td>0.1324</td>
</tr>
<tr>
<td>Fourier [23, 26]</td>
<td>0.1073</td>
<td>0.1406</td>
</tr>
</tbody>
</table>

Table 1: Fitting errors and test errors related to each measure for the properties of fineness (a), contrast (b) and directionality (c).
where \( I_{p,i,w} \) is the \( w \)-th sub-image of \( I_p \) and \( W \) is the number of sub-images considered for each image; on the other hand we will note as \( m_{p,i,w}^{p,k} \) the result of applying the measure \( F_k \) to the sub-image \( I_{p,i,w} \). According to this notation, let \( T_{W,fit}^p \subseteq T_W^p \) and \( T_{W,test}^p = T_W^p \setminus T_{W,fit}^p \) be two complementary subsets of \( T_W^p \), that will be used for fitting the membership function and testing the obtained model, respectively.

Thus, in order to estimate the membership function that associates the measure values \( (m_{p,i,w}^{p,k}) \) and the human assessments \( (v_{p,i}^p) \), we propose to fit a suitable curve to the subset of points:

\[
\Psi_{fit}^{p,k} = \{(m_{p,i,w}^{p,k}, v_{p,i}^p); I_{p,i,w}^p \in T_{W,fit}^p\} \tag{4}
\]

In this paper, for each image \( I_p^i \in I_p \), \( W = 200 \) sub-images of size \( 32 \times 32 \) have been considered, so \( T_W \) is formed by 16000 sub-images for each property \( p \in P \). We propose to randomly select 75% of them for the fitting, so 12000 points are contained within \( \Psi_{fit}^{p,k} \).

The measure values can be affected by some factors, like brightness, contrast or noise, which typically causes outliers in the fitting points. For this reason, in our approach the membership function is calculated by means of a Robust Fitting of the set \( \Psi_{fit}^{p,k} \). In this modelling, the robust fitting based on M-estimators (a generalization of the least squares fitting) is used [27]. In addition, to define \( T_k^p \), the following considerations are taken into account:

- \( T_k^p \) should be a monotonic function.
- The values \( T_k^p(x) = 0 \) and \( T_k^p(x) = 1 \) should be achieved from a certain value.

Regarding the above properties, we propose to define \( T_k^p \) as a function of the form\(^3\)

\[
T_k^p(x; a_n \ldots a_0, \alpha, \beta) = \begin{cases} 1 & x < \alpha, \\ poly(x; a_n \ldots a_0) & \alpha \leq x \leq \beta, \\ 0 & x > \beta \end{cases} \tag{5}
\]

with \( poly(x; a_n \ldots a_0) \) being a polynomial function

\[
poly(x; a_n \ldots a_0) = a_n x^n + \ldots + a_1 x^1 + a_0 \tag{6}
\]

In our proposal, the parameters \( a_n \ldots a_0 \), \( \alpha \) and \( \beta \) of the function \( T_k^p \) are calculated by carrying out a robust fitting on \( \Psi_{fit}^{p,k} \). For the polynomial function, the cases of \( n = 1, 2, 3 \) (i.e. linear, quadratic and cubic functions) have been considered, with the constraint to obtain a strictly monotonic function between \( \alpha \) and \( \beta \).

The second column of tables 1(a), 1(b), and 1(c) show the least fitting error related to each measure.

\(^3\)Note that this function is defined for measures that decrease according to the perception of fineness. For those that increase, the function needs to be changed appropriately, i.e. it takes the value 0 for \( x < \beta \), it takes the value 1 for \( x > \alpha \), and the polynomial function is computed for \( \beta \leq x \leq \alpha \).

---

**Figure 2**: Proposed membership function \( T_k^p \) corresponding to fineness, contrast and directionality properties.
For the properties of fineness, contrast and directionality, respectively. Note that this value can be viewed as the goodness of each measure to represent the perception of the corresponding property. These tables have been sorted in increasing order of the fitting errors.

In addition, the test error for each measure has been calculated by using the subset of points \( \Psi_{\text{test}} \) and it is shown in the third column of these tables. In our approach, this error is calculated as the mean absolute difference between the values \( v^p_k \) and the degrees obtained by applying the function \( T^p_k \) to the values \( m^p_{i,w} \), for all the points \((m^p_{i,w}, v^p_k) \in \Psi_{\text{test}} \), i.e.,

\[
E^\text{test} = \frac{\sum_{(m^p_{i,w}, v^p_k) \in \Psi_{\text{test}}} |T^p_k(m^p_{i,w}) - v^p_k|}{\text{card}(\Psi_{\text{test}})}
\]  

(7)

with \( \text{card}(\Psi_{\text{test}}) \) being the cardinality of \( \Psi_{\text{test}} \).

In our experiments, the membership functions with the lowest error are obtained by applying the measure of Amadasun in the case of fineness and the measures of Tamura in the case of contrast and directionality. Figure 2 shows the parameters and the graphical representation of these membership functions.

5. Results

In this section, the fuzzy models proposed for fineness, contrast and directionality properties will be applied to several examples in order to analyze its performance. In particular, the membership functions \( T^p_k \) with least fitting error and least test error (shown in Figure 2) will be used.

For the first experiment, we have considered the collection of texture images shown in Figure 3(a), each one with a different increasing perception degree of fineness. These images are part of the set \( T^{\text{Fineness}} \) used in the poll, so human assessments about fineness presence are available in order to compare with the obtained results.

Figure 3(b) shows an ideal mapping from the original texture images to their fineness values, where all pixels corresponding to the same texture image have been mapped using the human assessment associated to that image. These assessments (between 0 and 1) have been mapped into a gray level from 0 to 255, so that a white pixel in the mapping indicates maximum perception of fineness, while a black one indicates no perception of fineness (maximum perception of coarseness).

Figure 3(c) shows a mapping from the original texture images to their fineness values obtained by applying the proposed model. For each pixel in the original images, a centered window of size 32 \( \times \) 32 has been analyzed and its fineness membership degree has been calculated. This degree has been mapped into a gray level from 0 to 255. It can be noticed that our model captures the evolution of the perception degrees of fineness, and the obtained mapping, that represents the estimated presence degree of this property, can be directly interpreted by humans.
Figure 6: Result for a natural image. (a) Original image. (b) Mapping from the original image to its fineness values using the proposed model. (c) Graphical representation of the proposed model and calculation detail for the three windows shown in the original image.

Two similar experiments, shown in figures 4 and 5, have been performed for the properties of contrast and directionality. It can be noticed that the results obtained with our models (figures 4(c) and 5(c)) match what a human would expect, capturing the evolution of the perception degrees of contrast and directionality, respectively.

For the next experiment, let’s consider Figure 6(a), corresponding to a natural image where several textures with different perception degrees of fineness are shown. Figure 6(b) shows a mapping from the original image to its fineness values using the proposed model. It can be noticed that three different degrees of fineness are shown: a coarse texture (pixels in black) corresponding to the big stones, a fine texture (pixels in white) corresponding to the grass, and an intermediate coarseness texture (pixels with an intermediate gray level) corresponding to gravel. As example, Figure 6(c) shows a graphical representation of the mapping process for three different windows of the original image (marked as 1, 2 and 3 in Figure 6(a)). As in the previous experiments, it can be noticed that the proposed model captures the evolution of the perception degrees of fineness, obtaining results that match what a human would expect. Two similar experiments, shown in figures 7 and 8, have been performed for the properties of contrast and directionality, obtaining mappings that can be directly interpretable by humans.

6. Conclusions

In this paper, a perception-based fuzzy approach for texture modelling has been proposed. In this approach, texture properties have been modelled by means of fuzzy sets defined on the domain of computational measures of the corresponding property. In order to define these models, parametric functions have been employed, where the corresponding parameters have been calculated by taking into account the relationship between the computational measures and the human perception of the property. This way, the shape of the membership function has been adjusted to represent this relationship, and the obtained membership degrees match what a human would expect. We have concluded that the models obtained by using the measure of Amadasun in the case of fineness, and the measures of Tamura for contrast and directionality, have the best ability to represent the perception of the corresponding property. Moreover, the use of a unique fuzzy set to model the texture contrast as a whole has allowed its application to pattern recognition problems (e.g. the examples shown in the previous section).
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