An improved shuffled frog leaping algorithm and its application in 0-1 Knapsack Problem
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Abstract: 0-1 knapsack problem is a typical NP complete problem. Shuffled frog leaping algorithm is applied successfully in many combinational optimization problems. Therefore, the paper introduces an improved shuffled frog leaping algorithm for solving 0-1 knapsack problem. It greatly reduces the searching time of shuffled frog leaping algorithm. It also effectively ameliorates the disadvantage of easily falling in local best of shuffled frog leaping algorithm. When the number of article is big, it also can obtain better effects. The simulation results show that the algorithm is more efficient.

1. Introduction

Shuffled frog leaping algorithm is proposed by Muzaffar Eusuff and Kevin Lansey on 2000 year, it is a swarm intelligence computation optimization algorithm [1]. It is used to solve discrete combinatorial optimization problem. As a new bionic intelligent optimization algorithm, it combined with memetic algorithms and particle swarm optimization algorithm, it has the advantages of two intelligence optimization algorithms. The features of the algorithm are concept simple, parameters is few, calculation speed is fast and global search ability is strong and easy to implement [2]. The main application of shuffled frog leaping algorithm is to solve multi objective optimization problems, such as water resources allocation, pier maintenance, workshop arranging flow engineering problem [3]. Domestic and foreign scholars have conducted a lot of research on it. Such as: Zhang joins "cognitive component" into the internal search strategy, improve the success rate of the algorithm for solving ability and jump out of local optimal solution [4]; Zhao Pengjun joins the attraction repulsion mechanism into the internal search strategy, effectively avoid the algorithm premature convergence [5]; Hatem E in the internal search strategy through the introduction of the "search accelerated factor", to improve the global searching ability of the algorithm [6].

Knapsack problem is a typical combinatorial optimization problem in operations research. It is a NP-complete problem, it is proposed by Markel and Hellman in the 50's of the last century [7]. The main idea of the knapsack problem is that a person has a lot of goods, the goods weights are not identical, the person must put some goods in the backpack. The weight of the goods is known, all possible goods are known, but the goods in the backpack are confidential, in addition additional backpack weight is limited. 0-1 knapsack problem is the most basic knapsack problems, other knapsack problem often can be converted into solving 0-1 knapsack problem.

2. 0-1 knapsack problem

0-1 knapsack problem: given n goods and a backpack. The weight of goods \( i \) is \( w_i \), its value is \( v_i \), the capacity of knapsack is c. Asked how to choose the goods of the backpack, so that the total value of goods of the backpack is maximum? The 0-1 knapsack problem can be formalized description: given \( c \) or \( w_i > 0 \), \( v_i > 0 \) \( 1 \leq i \leq n \). Asked to find an n-dimensional vector \((x_1, x_2, ..., x_n)\), \( x_i \in [0,1], 1 \leq i \leq n \), which makes \( w_1x_1 + w_2x_2 + ... + w_nx_n \leq c \) is
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less than or equal to c, and \( v_1 x_1 + v_2 x_2 + \ldots + v_n x_n \) reaches the maximum, 0-1 knapsack problem is a special integer planning problem [8]:

\[
\max \sum_{i=1}^{n} v_i x_i \quad \text{s.t.} \quad \sum_{i=1}^{n} w_i x_i \leq c \\
x_i \in \{0,1\}, 1 \leq i \leq n
\]

3. The mathematical model of shuffled frog leaping algorithm

Shuffled frog leaping algorithm simulates the frog population when they are searching for food, according to the ethnic classification of memes of information transfer. Shuffled frog leaping algorithm mainly includes two parts: local search and global information exchange. The following is a brief introduction to the mathematical model of shuffled frog leaping algorithm.

A randomly generated F frog consists of initial population, each frog expresses a feasible solution of problem, \( U = (U^1, U^2, \ldots, U^d) \), calculate the frog individual fitness \( f(i) \), where \( d \) denotes the dimension of the solution space. After the random generation of initial population, the individuals frog according to the fitness \( f(i) \) in descending order is stored in \( X = \{U(i), f(i), i = 1, \ldots, F\} \), then according to the specific principle to divide the whole frog population into \( m \) groups \( Y^1, Y^2, \ldots, Y^m \), each group contains the \( n \) frogs, satisfy the following relations:

\[
Y^k = \left\{ f(i)^k, f(i)^k, f(i)^k = U(k+m(j-1)), f(i)^k = f(i+(k+m(j-1))), k = 1, \ldots, m; j = 1, \ldots, F/m \right\} 
\]

In the frog population, the aim of various group perform local search strategy is to search the local optimality in the different search direction, after a certain number of iterations, making the local optimal individuals in the population tends to the global optimal individual.

First of all, the frog population is divided into a plurality of groups, local search is carried out for each ethnic group, in order to avoid the frog individual into a local optimum prematurely, while speeding up the convergence process, in each group, according to specific principles choose a certain number frogs constitute the ethnic sub family group. For the frog population, with global best fitness of the solution is expressed as \( U^g \); for each sub groups, with the best fitness of the solution is expressed as UB, the worst fitness solutions expressed as UW. The local search is carried out for each sub population, update strategy as following:

\[
S = \begin{cases} 
\min \left\{ \text{rand}(U_B - U_W), S_{\text{max}} \right\}, & U_B - U_W \geq 0 \\
\max \left\{ \text{rand}(U_B - U_W), S_{\text{max}} \right\}, & U_B - U_W < 0 
S = U_W + S
\end{cases}
\]

Among them, \( S \) expresses the adjustment vector of frog individual, \( S_{\text{mac}} \) represents the maximum step size of the frog allows to change.

Global information exchange helpful to collect local information of all kinds of group search, by meme transmission, obtain the search direction of new global optimal solution. After all populations conduct a certain number of local searches, various groups of frogs are mixed together, according to the fitness of \( f(i) \) in descending order, the re division of population, which makes the meme information of the frog individual obtain the full transfer, then continue to conduct local search, so repeatedly until it is convergent, the algorithm stop.

4. Improvement shuffled frog leaping algorithm for solving 0-1 Knapsack Problem

Because the standard shuffled frog leaping algorithm, the individual frog position for continuous valued vector, algorithm cannot achieve scheduling updates, so the application of the shuffled frog leaping algorithm for the 0-1 Knapsack Problem needs to be constructed.
According to the basic convergence properties of shuffled frog leaping algorithm, species formation thought is added in shuffled frog leaping algorithm, proposed an improved shuffled frog leaping algorithm. The specific steps of the algorithm are as follows:

1. The initialization parameter (the frog population number is m, the frog number is n in the population (total number of the frog $F = (mn)$, the frog number is q in sub groups, and the frog update iterations);
2. Randomly generate F initial feasible solution, and calculate the fitness of the individual frogs;
3. The frog individual is divided into m groups according to fitness in descending order, construct the sub groups;
4. Local search. Update the frog individuals for each population group in the sub population groups in accordance with the method of this paper;
5. Each frog individual mutation, such as the generation of new individuals better than original individual will replace the frog original individual into frog populations, re calculating the degree of adaptation;
6. Determine whether the algorithm meets convergence conditions, if satisfied, output the optimal scheduling values and the corresponding scheduling solution, return to step (3).

5. The analysis of simulation

The data from the reference [7], using these data, the solution result can be seen in Table 1. Compare with the algorithm of this paper and some algorithms in the literature [8], it is used to verify the effectiveness of the algorithm. In this paper, Run environment of algorithm is MATLAB (R2010b) under Win7 operating system. Parameters: the total number of the frog population $F = 10n$, the number of population $m = 10$, the number of frog in the sub group $q = 2n/3$, the iteration number IT=q, the biggest adjustment factor number $l_{max} = n/2$. In the experiment, the generation method of example: random generation...
Table 1 Comparison of the solution results of the algorithm in this paper and results in the literature [8]

<table>
<thead>
<tr>
<th>The Maximum capacity of backpack</th>
<th>n</th>
<th>the algorithm of this paper</th>
<th>Hybrid genetic algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Algebraic</td>
<td>Value</td>
</tr>
<tr>
<td>3852</td>
<td>100</td>
<td>97</td>
<td>4778</td>
</tr>
<tr>
<td>7876</td>
<td>200</td>
<td>163</td>
<td>9652</td>
</tr>
<tr>
<td>11780</td>
<td>300</td>
<td>149</td>
<td>14506</td>
</tr>
<tr>
<td>19803</td>
<td>500</td>
<td>95</td>
<td>23964</td>
</tr>
</tbody>
</table>

It can be seen from table 1, the solution results of improved shuffled frog leaping algorithm and the solution results of the literature [8] is the same, it show the effectiveness of improved shuffled frog leaping algorithm. Table 2 Compares the solution time of each generation of the algorithm in this paper and genetic algorithm in the literature [8], the result of solving time of this algorithm is far less than the solving time of genetic algorithm in the literature [8], especially the n is large. It shows that the fast and effective of the algorithm of this paper.

Table 2 Comparison of the solution time of the algorithm in this paper and results in the literature [8]

<table>
<thead>
<tr>
<th>n</th>
<th>the algorithm of this paper (s / g)</th>
<th>Hybrid genetic algorithm(s / g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.340</td>
<td>1.031</td>
</tr>
<tr>
<td>200</td>
<td>2.767</td>
<td>9.323</td>
</tr>
<tr>
<td>300</td>
<td>8.820</td>
<td>31.474</td>
</tr>
<tr>
<td>500</td>
<td>38.265</td>
<td>152.503</td>
</tr>
<tr>
<td>800</td>
<td>168.024</td>
<td>511.425</td>
</tr>
<tr>
<td>1000</td>
<td>355.978</td>
<td>883.366</td>
</tr>
</tbody>
</table>

6. Conclusions

The algorithm analysis and experimental results show that: the improved shuffled frog leaping algorithm for solving 0-1 knapsack problem greatly reduces the search time and effectively improves the defects of the algorithm easy to premature convergence to a non optimal solution, when the number of goods (n) is large, it also can obtain better quality. Compared with some other methods for solving 0-1 knapsack problem, the algorithm achieves good results.
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