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Abstract 

The aim of this paper is to investigate the multiple attribute group decision making(MAGDM) problems with 2-
tuple linguistic assessment information, in which the information about attribute weights is incompletely known, 
and the attribute values take the form of linguistic assessment information. In order to get the weight vector of the 
attribute, we establish two optimization models based on the basic ideal of traditional TOPSIS, by which the 
attribute weights can be determined. For the special situations where the information about attribute weights is 
completely unknown, we establish some other optimization models. By solving these models, we get two simple 
and exact formulas, which can be used to determine the attribute weights. Then, based on the TOPSIS method, 
calculation steps for solving MAGDM problems with 2-tuple linguistic assessment information are given. The 
weighted distances between every alternative and 2-tuple linguistic positive ideal solution (TLPIS) and 2-tuple 
linguistic negative ideal solution (TLNIS) are calculated. Then, according to the weighted distances, the relative 
closeness degree to the TLPIS is calculated to rank all alternatives. These methods have exact characteristic in 
linguistic information processing. They avoided information distortion and losing which occur formerly in the 
linguistic information processing. Finally, some practical examples are used to illustrate the developed procedures. 

Keywords: Group decision making; Linguistic assessment information; 2-tuple; TOPSIS 

1. Introduction 

Making decisions with linguistic information is a usual 
task faced by many decision makers [1], and thus, the 
use of a linguistic approach is necessary [2]. Many 
approaches have been proposed for aggregating 
information up to now [3-17, 24-32]. Particularly for 
the linguistic multiple attribute group decision making 
problems, in which the attribute weights and expert 
weights take the form of real numbers, and the 
preference values take the form of linguistic variables, 
an approach based on the LOWA and LHA operators is 
proposed [4]. For the same decision problem, an 
approach based on the LOWG and LHGA operators is 
proposed [5]; an approach based on the EIOWG 
operator is proposed [6].  The above methods compute 
with words directly. In 2000, Herrera F. [7] developed a 

2-tuple linguistic model based on fuzzy linguistic 
representation model, which represents the linguistic 
information with a pair of values called 2-tuple, 
composed by a linguistic term and a number. 2-tuple 
linguistic model has exact characteristic in linguistic 
information processing. It avoided information 
distortion and losing which occur formerly in the 
linguistic information processing. In recent years, this 
method has been widely used in group decision making 
problems [9-17].  

Technique for order performance by similarity to 
ideal solution (TOPSIS) [18] one of known classical 
MADM method, was first developed by Hwang and 
Yoon [19] for solving a MADM problem. TOPSIS, 
known as one of the most classical MADM methods, is 
based on the idea, that the chosen alternative should 
have the shortest distance from the positive ideal 
solution and on the other side the farthest distance of the 
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negative ideal solution. In [11], Wang and Fan extended 
the TOPSIS to solve the group decision making 
problems with 2-tuple linguistic assessment information 
which both the attribute values and attribute weight take 
the form of linguistic information. In the process of 
MAGDM with linguistic assessment information, 
sometimes, the attribute values take the form of 
linguistic assessment information, and the information 
about attribute weights is incompletely known or 
completely unknown because of time pressure, lack of 
knowledge or data, and the expert’s limited expertise 
about the problem domain. All of the above methods, 
however, will be unsuitable for dealing with such 
situations. Therefore, it is necessary to pay attention to 
this issue. The aim of this paper is to develop a new 
method for linguistic MAGDM problems with 
incomplete weight information based the traditional 
ideas of TOPSIS. In order to do so, the remainder of this 
paper is set out as follows. In the next section, we 
introduce some basic concepts and operational laws of 
2-tuple linguistic variables. In Section 3 we develop 
some practical methods based on the traditional ideas of 
TOPSIS for linguistic group decision making problem 
with incomplete weight information, which is 
straightforward and has no loss of information. In 
Section 4, we give some illustrative examples to verify 
the developed approach and to demonstrate its 
feasibility and practicality. In Section 5 we conclude the 
paper and give some remarks. 

2. Preliminaries 

Let { }0,1, ,iS s i t= = L  be a linguistic term set with 

odd cardinality. Any label, is  represents a possible 
value for a linguistic variable, and it should satisfy the 
following characteristics [7-8]: 

(1) The set is ordered: i js s> , if i j> ; (2) Max 

operator: ( )max ,i j is s s= , if i js s≥ ; (3) Min 

operator: ( )min ,i j is s s= , if i js s≤ . For example, S 

can be defined as 

0 1

2 3 4

5 6

{ ( ), ( ),
( ), ( ), ( ),

( ), ( )}

S s extremely poor EP s very poor VP
s poor P s medium M s good G
s very good VG s extremely good EG

= = =

= = =

= =
The 2-tuple fuzzy linguistic representation model 
represents the linguistic information by means of a 2-
tuple, ( ),s a , where s  is a linguistic label and a  is a 
numerical value that represents the value of the 
symbolic translation [7-8]. 

Definition 1. Let β  be the result of an aggregation of 
the indices of a set of labels assessed in a linguistic term 
set S , i.e., the result of a symbolic aggregation 
operation. [ ]0, tβ ∈ , being 1t + the cardinality of S . 

Let ( )i round β=  and iα β= −  be two values, 

such that, [ ]0,i t∈  and )0.5,0.5α ∈ −  then α  is 

called a Symbolic Translation [7-8]. 
From this concept, Herrera F. [7-8] developed a 

linguistic representation model which represents the 
linguistic information by means of 2-tuple ( ),i is α , 

is S∈  and )0.5,0.5iα ∈ − : 

• is  represents the linguistic label of the information; 

• iα  is a numerical value expressing the value of the 

translation from the original result β  to the closest 

index label i , in the linguistic term set ( )is S∈ , i.e., 
the symbolic translation. 

This linguistic representation model defines a set of 
functions to make transformations between linguistic 2-
tuple and numerical values: 
Definition 2. Let { }0 1, , , tS s s s= L be a linguistic 

term set and [ ]0, tβ ∈  a value supporting the result of 
a symbolic aggregation operation, then, the 2-tuple that 
expresses the equivalent information to is obtained with 
the following function: 

[ ] )0 0.5 0.5t S∆ → × −：， ，                  (1) 

( )
( )

)0.5 0.5
is i round

i

β
β

α β α

=∆ = 
= − ∈ − 

，

， ，
     (2) 

where “round” is the usual rounding operation, is  has 

the closest index label to “ β ” and “ α ” is the value of 
the symbolic translation [7-8]. 
Definition 3. Let { }0 1, , , tS s s s= L be a linguistic 

term set and ( ),i is α  be a 2-tuple. There is always a 

function 1−∆ , such that, from a 2-tuple, it returns its 
equivalent numerical value [ ]0, t Rβ ∈ ⊂ [7-8] 

) [ ]1 0.5 0.5 0S t−∆ × − →： ， ，          ( 3 ) 

( )1 ,is iα α β−∆ = + =                (4) 
From Definitions 2 and 3, it is obvious that the 
conversion of a linguistic term into a linguistic 2-tuple 
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consists of adding a value 0 as symbolic translation [7-
8]: 

( ),0i is S s∈ ⇒                              (5) 

Definition 4. Let ( ),k ks a  and ( ),l ls a  be two 2-
tuples, then [7-8] 

If k l<  then ( ),k ks a  is smaller than ( ),l ls a  

If k l=  then 
a) if k la a= ， then ( ),k ks a , ( ),l ls a  

represents the same information 
b) if k la a<  then ( ),k ks a  is smaller than 

( ),l ls a  

c) if k la a>  then ( ),k ks a  is bigger than 

( ),l ls a  
Definition 5.  A 2-tuple negation operator: 

( ) ( )( )( )1, ,i ineg s t sα α−= ∆ − ∆      (6) 

where 1t +  is the cardinality of S , 

{ }0 1, , , tS s s s= L [7-8]. 

Definition 6. Let ( ) ( ) ( ){ }1 1 2 2, , , , , ,n nx r a r a r a= K  
be a set of 2-tuples, the 2-tuple arithmetic mean is 
computed as follows [7-8] 

( ) ( ) )1

1

1, , , , 0.5 0.5
n

j j
j

r a r a r S a
n

−

=

 
= ∆ ∆ ∈ ∈ −  

 
∑ ，

                (7) 
Definition 7. Let ( ) ( ) ( ){ }1 1 2 2, , , , , ,n nx r a r a r a= K  

be a set of 2-tuples and ( )1 2, , , T
nω ω ω ω= L  be the 

weighting vector of 2-tuples ( ),j jr a  

( )1,2, ,j n= L and [ ]0,1jω ∈ , 1, 2, ,j n= L ,

1

1
n

j
j

ω
=

=∑ .  The 2-tuple weighted average is [7-8] 

( ) ( ) ( ) ( )( )1 1 2 2, , , , , , ,n nr a r a r a r aϕ=% % K  

( )1

1
,

n

j j j
j

r aω −

=

 
= ∆ ∆ 

 
∑ ， ), 0.5 0.5r S a∈ ∈ −% % ，   

                    (8) 

Definition 8. Let ( ),i ir a  and ( ),j jr a  be two 2-tuples, 

then we call [16] 

( ) ( )( ) ( ) ( )1 1, , , , ,i i j j i i j jd r a r a r a r a− −= ∆ ∆ −∆  

     (9) 

the distance between ( ),i ir a  and ( ),j jr a . 

3. Models for multiple attribute group decision 
making (MAGDM) problems with 2-tuple 
linguistic assessment information  

The following assumptions or notations are used to 
represent the group decision making problems with 
incomplete weight information in linguistic setting: 

Let { }1 2, , , mA A A A= L  be a discrete set of 

alternatives, { }1 2, , , nG G G G= L be the set of 

attributes, { }1 2, , , tD D D D= L  be the set of decision 

makers. Suppose that ( )( )k
k ij m n

R r
×

=  is the group 

decision making matrix, where ( )k
ijr S∈  is a preference 

values, which take the form of  linguistic variable, given 
by the decision maker kD D∈ , for the alternative 

iA A∈  with respect to the attribute jG G∈ , 

( )1 2, , , nw w w w= L  is the weighting vector of the 

attributes ( )1,2, ,jG j n= L , where 

[ ]0,1jw ∈ ,
1

1
n

j
j

w
=

=∑ .  

For convenience of computation, we transform 

linguistic decision matrix ( )( )k
k ij m n

R r
×

=   into 2-tuple 

linguistic decision matrix ( )( ),0k
k ij m n

R r
×

= , then 

utilize the decision information given in matrix kR to 
derive the collective overall 2-tuple linguistic decision 
matrix ( ),ij ij m n

R r a
×

=   

( ) ( )1

1

1, ,
t

ij ij ij ij
k

r a r a
t

−

=

 = ∆ ∆ 
 

∑                   

1, 2, , , 1,2, ,i m j n= =L L .            (10) 

Definition 9. Let ( ) ( ){ }, max ,j j ij iji
r a r a+ + = ，

1, 2, ,j n= L , then 

( ) ( ) ( ) ( )( )1 1 2 2, , , , , , ,n nr a r a r a r a+ + + + + + + += L      (11) 

is called the 2-tuple linguistic positive ideal solution 

(TLPIS) A+ . 
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Definition 10. Let ( ) ( ){ }, min ,j j ij iji
r a r a− − = ，

1, 2, ,j n= L , then 

( ) ( ) ( ) ( )( )1 1 2 2, , , , , , ,n nr a r a r a r a− − − − − − − −= L   (12) 

is called the 2-tuple linguistic negative ideal solution 
(TLNIS) A− . 

For the convenience of depiction, based on the 2-

tuple linguistic decision matrix, we denote the 

alternative ( )1,2, ,iA i m= L  as: 

( ) ( ) ( )( )1 1 2 2, , , , , ,i i i i i in inA r a r a r a= L ,           

1, 2, ,i m= L  .      (13) 

where ( ),ij ijr a  indicate the attribute values of iA  

corresponding to the attribute ( )1,2, ,jG j n= L . 

Definition 11. The weighted distances between iA  

and A+  is defined as follows: 

( ) ( )

( ) ( )1 1

1

, ,

, ,

i i i

n

ij ij j j j
j

d A A

r a r a w

ξ η+ + +

− − + +

=

=

 
= ∆ ∆ − ∆ 

 
∑

         (14) 

Definition 12. The weighted distances between iA  

and A−  is defined as follows: 

( ) ( )

( ) ( )1 1

1

, ,

, ,

i i i

n

ij ij j j j
j

d A A

r a r a w

ξ η− − −

− − − −

=

=

 
= ∆ ∆ − ∆ 

 
∑

     (15) 

Definition 13. The relative closeness of the alternative 

iA  with respect to A+  is defined as  

( ) ( )

( )
( ) ( )

1

1 1

, ,

,

, ,

i i i

i i

i i i i

c A A ξ η

ξ η

ξ η ξ η

+

− − −

− + + − − −

=

 ∆
 = ∆
 ∆ + ∆ 

                 (16) 

The relative closeness (16) can be used to rank all 

alternatives. The larger the relative 

closeness ( ),ic A A+ is, the better the alternative iA is. 

If the information about the attribute weights is 

completely known, then we can determine the ranking 

of all alternatives and select the best one(s) in 

accordance with the relative 

closeness ( )( ), 1, 2, ,ic A A i m+ = L . In the 

following, we apply TOPSIS method to solve the 2-

tuple linguistic MAGDM with completely known 

weight information. 

Example 1. Let us suppose there is an investment 
company, which wants to invest a sum of money in the 
best option (adapted from [2]). There is a panel with 
five possible alternatives to invest the money: ①A1 is a 
car company; ②A2 is a food company; ③A3 is a 
computer company; ④A4 is an arms company; ⑤A5 is a 
TV company. The investment company must take a 
decision according to the following four attributes: ①G1 
is the risk analysis; ②G2 is the growth analysis; ③G3 is 
the social-political impact analysis; ④G4 is the 
environmental impact analysis. The five possible 
alternatives ( )1, 2, ,5iA i = L  are to be evaluated 

using the linguistic term set S by the three decision 
makers under the above four attributes, and construct 

the decision matrices ( )( ) ( )
5 4

1,2,3k
k ijR r k

×
= =  as 

follows:  

1 2 3 4

1

2

1 3

4

5

G G G G
A G P VP VG
A VP G P G

R A VG VP G P
A G VG EG VP
A M VP M VP

 
 
 
 =
 
 
 
 
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1 2 3 4

1

2

2 3

4

5

G G G G
A M G P P
A P VP M P

R A G M G EP
A VG P P G
A EG EP VP M

 
 
 
 =
 
 
 
 

 

1 2 3 4

1

2

3 3

4

5

G G G G
A P M VP VP
A VP EP G G

R A M G P EG
A EG VP VP M
A P VP M VP

 
 
 
 =
 
 
 
 

  

 
Firstly, we transform linguistic decision matrix 

( )( )k
k ij m n

R r
×

=  into 2-tuple linguistic decision matrix 

( )( ),0k
k ij m n

R r
×

=  as follows 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1

,0 ,0 ,0 ,0
,0 ,0 ,0 ,0
,0 ,0 ,0 ,0

,0 ,0 ,0 ,0
,0 ,0 ,0 ,0

G P VP VG
VP G P G

R VG VP G P
G VG EG VP
M VP M VP

 
 
 
 =
 
 
 
 

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2

,0 ,0 ,0 ,0
,0 ,0 ,0 ,0
,0 ,0 ,0 ,0
,0 ,0 ,0 ,0
,0 ,0 ,0 ,0

M G P P
P VP M P

R G M G EP
VG P P G
EG EP VP M

 
 
 
 =
 
 
 
 

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

3

,0 ,0 ,0 ,0
,0 ,0 ,0 ,0
,0 ,0 ,0 ,0
,0 ,0 ,0 ,0

,0 ,0 ,0 ,0

P M VP VP
VP EP G G

R M G P EG
EG VP VP M
P VP M VP

 
 
 
 =
 
 
 
 

 

Then, we utilize Eq. (10) to derive the collective overall 

2-tuple linguistic decision matrix ( ),ij ij m n
R r a

×
=  as 

follows: 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

,0 ,0 ,0.33 , 0.33
,0.33 , 0.33 ,0 ,0.33
,0 , 0.33 ,0.33 , 0.33
,0 , 0.33 ,0 , 0.33

, 0.33 , 0.33 ,0.33 , 0.33

M M VP M
VP P M M

R G M M M
VG M M M

G VP P P

− 
 − 
 = − −
 

− − 
 − − − 

 

If the information about the attribute weights is 

completely known as follows: 

( )0.1000,0.2000,0.3200,0.3800w =  

Then, we utilize the approach developed to get the 

most desirable alternative(s). 

Step 1. Defining the TLPIS and TLNIS as 

( ) ( ) ( ) ( ) ( )( ), ,0 , ,0 , ,0.33 , ,0.33
T

r a VG M M M+ + =  

( ) ( ) ( ) ( ) ( )( ), ,0.33 , , 0.33 , ,0.33 , , 0.33
T

r a VP VP VP P− − = − −  

Step 2. Calculating the distances of each alternative 
from TLPIS and TLNIS by Eq. (14-15) 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 2 2

3 3 4 4

5 5 1 1

, ,0.093 , , , 0.260

, ,0.420 , , ,0.427

, , 0.447 , , ,0.013

VP VP

EP EP

P P

ξ η ξ η

ξ η ξ η

ξ η ξ η

+ + + +

+ + + +

+ + − −

= = −

= =

= − =

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2 2 3 3

4 4 5 5

, ,0.367 , , , 0.313

, , 0.320 , , , 0.447

VP P

P VP

ξ η ξ η

ξ η ξ η

− − − −

− − − −

= = −

= − = −
 

Step 3. Calculating the relative closeness degree of each 
alternative from TLPIS by Eq. (16) 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )

1 1 2 2

3 3 4 4

5 5

, ,0.481 , , , 0.351

, , 0.199 , , , 0.203

, ,0.263

EP VP

VP VP

EP

ξ η ξ η

ξ η ξ η

ξ η

= = −

= − = −

=

Step 4. Ranking all the alternatives ( )1, 2, ,5iA i = L  
in accordance with the relative closeness 
degree ( ),i iξ η : 3 4 2 1 5A A A A Af f f f , and thus 

the most desirable alternative is 3A . 
In the following, we shall apply TOPSIS method to 

solve the 2-tuple linguistic MAGDM with incompletely 

known weight information. H is the set of the known 

weight information, which can be constructed by the 

following forms[20-23], for i j≠ : Form 1. A weak 
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ranking: i jw w≥ ； Form 2. A strict ranking: 

i j iw w α− ≥ , 0iα > ； Form 3. A ranking of 

differences: i jw w− k lw w≥ − , for j k l≠ ≠ ; Form 

4. A ranking with multiples: i i jw wβ≥ , 0 1iβ≤ ≤ ；

Form 5. An interval form: i i i iwα α ε≤ ≤ + , 

0 1i i iα α ε≤ < + ≤ . 

The basic principle of the TOPSIS method is that the 

chosen alternative should have the “shortest distance” 

from the positive ideal solution and the “farthest 

distance” from the negative ideal solution. Obviously, 

for the weight vector given, the smaller ( ),id A A+  and 

the larger ( ),id A A− is, the better alternative iA is. But 

the information about attribute weights is incompletely 

known. So, in order to get the ( ),id A A+  

and ( ),id A A− , firstly, we must calculate the weight 

information. So, we can establish the following multiple 

objective optimization models (M.1) and (M.2) to 

calculate the weight information: 

( ) ( ) ( )1 1

1
(M.1)min , , ,

: , 1,2, , .

n

i i ij ij j j j
j

r a r a w

subject to w H i m

ξ η+ + − − + +

=

  
= ∆ ∆ −∆  

  
 ∈ =

∑
L

( ) ( ) ( )1 1

1

(M.2)max , , ,

: , 1,2, , .

n

i i ij ij j j j
j

r a r a w

subject to w H i m

ξ η− − − − − −

=

  
= ∆ ∆ −∆  

  
 ∈ =

∑
L

     Since each alternative is non-inferior, so there exists 

no preference relation on the all the alternatives. Then, 

we may aggregate the above multiple objective 

optimization models with equal weights into the 

following multiple objective optimization models (M.3) 

and (M.4): 

 

( ) ( )( )

( ) ( ) )(

1

1

1 1

1 1

(M.3) max , ,

, ,

:

m

i i
i

m n

ij ij j j j
i j

r a r a w

subject to w H

ξ η ξ η− + +

=

− − + +

= =

  
= ∆ ∆  

 
  = ∆ ∆ − ∆ 


 ∈



∑

∑∑  

( ) ( )( )

( ) ( ) )(

1

1

1 1

1 1

(M.4) max , ,

, ,

:

m

i i
i

m n

ij ij j j j
i j

r a r a w

subject to w H

ξ η ξ η− − −

=

− − − −

= =

  
= ∆ ∆  

 
  = ∆ ∆ − ∆ 


 ∈



∑

∑∑        

According to 1−∆  function, multiple objective 

optimization models (M.3) and (M.4) can be 

transformed into the single objective optimization 

models (M.5) and (M.6): 

( ) ( )( )

( ) ( )( )

1 1

1

1 1

1 1

(M.5)min , ,

, ,

:

m

i i
i

m n

ij ij j j j
i j

r a r a w

subject to w H

ξ η ξ η− − + +

=

− − + +

= =

 ∆ = ∆



= ∆ − ∆

 ∈



∑

∑∑

( ) ( )( )

( ) ( )( )

1 1

1

1 1

1 1

(M.6) max , ,

, ,

:

m

i i
i

m n

ij ij j j j
i j

r a r a w

subject to w H

ξ η ξ η− − − −

=

− − − −

= =

 ∆ = ∆



= ∆ − ∆

 ∈



∑

∑∑  

By solving the models (M.5) and (M.6), we get the 

optimal solution ( )1 2, , , nw w w w+ + + += L and 

( )1 2, , , nw w w w− − − −= L , which can be used as the 

weight vector of attributes. Then, we can get ( ),i iξ η+ +  
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and ( ),i iξ η− −  by Equations (14-15), respectively. Then 

we utilize (16) to derive the relative 

closeness ( )( ), 1,2, ,ic A A i m+ = L , by which we 

can rank all the alternatives ( )1,2, ,iA i m= L  and 

select the best one(s). 
If the information about attribute weights is 

completely unknown, we can construct the following 

single objective optimization models: 

( ) ( )( )

( ) ( )( )

21 1

1
2

1 1 2

1 1

1

(M.7) min , ,

, ,

: 1, 0, 1,2, , .

m

i i
i

m n

ij ij j j j
i j

n

j j
j

r a r a w

subject to w w j n

ξ η ξ η− − + +

=

− − + +

= =

=


∆ = ∆


 = ∆ − ∆



= ≥ =


∑

∑∑

∑ L

( ) ( )( )

( ) ( )( )

21 1

1

2
1 1 2

1 1

1

(M.8)max , ,

, ,

: 1, 0, 1,2, , .

m

i i
i

m n

ij ij j j j
i j

n

j j
j

r a r a w

subject to w w j n

ξ η ξ η− − − −

=

− − − −

= =

=


∆ = ∆


 = ∆ − ∆



= ≥ =


∑

∑∑

∑ L

 

To solve the models (M.7) and (M.8), we get two 

simple and exact formula for determining the attribute 

weights as follows: 

( ) ( )

( ) ( )

1
21 1

1
1

21 1

1 1

, ,
,

, ,

m

ij ij j j
i

j n m

ij ij j j
j i

r a r a
w

r a r a

−
− − + +

=+
−

− − + +

= =

 
∆ − ∆ 

 =
 ∆ − ∆ 
 

∑

∑ ∑
           

1, 2, , .j n= L  (17) 

( ) ( )

( ) ( )

1
21 1

1
1

21 1

1 1

, ,
,

, ,

m

ij ij j j
i

j n m

ij ij j j
j i

r a r a
w

r a r a

−
− − − −

=−
−

− − − −

= =

 
∆ − ∆ 

 =
 ∆ − ∆ 
 

∑

∑ ∑
           

1, 2, , .j n= L  (18) 

 

which can be used as the weight vector of attributes. 

Obviously, 0jw ≥ , for all j . Then, we can get 

( )( ), 1, ,id A A i m+ = L  and 

( )( ), 1, ,id A A i m− = L  by Equations (14-15) 

respectively. Then we utilize (16) to derive the relative 

closeness ( )( ), 1,2, ,ic A A i m+ = L , by which we 

can rank all the alternatives ( )1,2, ,iA i m= L  and 

select the best one(s). 

Example 2. For the MAGDM problem considered in 

Example 1, suppose that the information about the 

attribute weights is partly known as follows: 

{

}

1 2

3 4

4

1

0.05 0.10,0.18 0.23,
0.25 0.32,0.35 0.47

[0,1], 1, 2,3, 4, 1j jj

H w w
w w

w j w
=

= ≤ ≤ ≤ ≤

≤ ≤ ≤ ≤

∈ = =∑
 

Then by models (M.5) and (M.6), we can establish the 

following two single-objective programming models: 

( )1
1 2 3 4min , 8.00 4.33 3.67 3.67

:
w w w w

Subject to w H
ξ η− ∆ = + + +


∈

( )1
1 2 3 4max , 10.33 7.33 6.33 4.67

:
w w w w

Subject to w H
ξ η− ∆ = + + +


∈

To solve these models, we get the weight vector of 

attributes:  

( )0.0500,0.1800,0.3125,0.4575w+ =  

( )0.0716,0.1800,0.2784,0.4700w− =  
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by Eq.(14,15), we get 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 2 2

3 3 4 4

5 5 1 1

, ,0.030 , , , 0.472

, ,0.415 , , ,0.469

, ,0. 438 , , ,0.009

VP VP

EP EP

P VP

ξ η ξ η

ξ η ξ η

ξ η ξ η

+ + + +

+ + + +

+ + − −

= = −

= =

= − =

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2 2 3 3

4 4 5 5

, ,0.427 , , , 0.422

, , 0.443 , , ,0.445

VP P

P EP

ξ η ξ η

ξ η ξ η

− − − −

− − − −

= = −

= − =
 

By Eq.(16), we have 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )

1 1 2 2

3 3 4 4

5 5

, ,0.495 , , , 0.270

, , 0.208 , , , 0.232

, ,0.222

EP VP

VP VP

EP

ξ η ξ η

ξ η ξ η

ξ η

= = −

= − = −

=
Since  

( ) ( ) ( ) ( ) ( )3 4 2 1 5, , , , ,c A A c A A c A A c A A c A A+ + + + +f f f f  

then  

3 4 2 1 5A A A A Af f f f , Hence, the most desirable 

alternative is 3A . 
If the information about attribute weights is 

completely unknown, then by (17-18), we have 
( )0.0800,0.2172,0.3096,0.3933w+ =  

( )0.0935,0.1862,0.2548,0.4655w− =  

by Eq.(14,15), we get 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 2 2

3 3 4 4

5 5 1 1

, ,0.041 , , , 0.314

, ,0.415 , , ,0.438

, , 0.422 , , ,0.056

VP VP

EP EP

P VP

ξ η ξ η

ξ η ξ η

ξ η ξ η

+ + + +

+ + + +

+ + − −

= = −

= =

= − =

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2 2 3 3

4 4 5 5

, ,0.387 , , , 0.403

, , 0.395 , , ,0.473

VP P

P EP

ξ η ξ η

ξ η ξ η

− − − −

− − − −

= = −

= − =
 

By Eq.(16), we have 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )

1 1 2 2

3 3 4 4

5 5

, , 0.497 , , , 0.331

, , 0.206 , , , 0.214

, ,0.231

VP VP

VP VP

EP

ξ η ξ η

ξ η ξ η

ξ η

= − = −

= − = −

=

 

Since  

( ) ( ) ( ) ( ) ( )3 4 2 1 5, , , , ,c A A c A A c A A c A A c A A+ + + + +f f f f  

then  

3 4 2 1 5A A A A Af f f f , Hence, the most 

desirable alternative is 3A . 
Besides, the advantage of the approach presented in 

this paper is clear using a computing with word 
representation model, 2-tuple linguistic representation 
that allows us to aggregate linguistic information 
without losing it. 

4. Conclusion 

In this paper, we have investigated the problem of 2-
tuple linguistic multiple attribute group decision-making 
with incompletely known attribute weight information. 
A modified TOPSIS analysis method is proposed. In 
order to get the attribute weight, we establish the 
multiple objective optimization models based on the 
basic ideal of the traditional TOPSIS. Then, by linear 
equal weighted method, the multiple objective 
optimization models can be transformed into two single-
objective programming model. By solving the single-
objective programming models, we can get the attribute 
weight information. For the special situations where the 
information about attribute weights is completely 
unknown, we establish some other optimization models. 
By solving these models, we get two simple and exact 
formula, which can be used to determine the attribute 
weights. Then, the weighted distances between every 
alternative and TLPIS and TLNIS are calculated. Then, 
according to the weighted distances, the relative 
closeness degree to the TLPIS is calculated to rank all 
alternatives. They avoided information distortion and 
losing which occur formerly in the linguistic 
information processing. Finally, an illustrative example 
is given. These methods have exact characteristic in 
linguistic information processing. By comparing with 
the TOPSIS method proposed in literature [11], the 
approach presented in this paper proves to be effective 
to solve the MAGDM problems with 2-tuple linguistic 
assessment information, in which the information about 
attribute weights is incompletely known, and the 
attribute values take the form of linguistic assessment 
information. In the future, we shall extend TOPSIS 
method to solve the 2-tuple linguistic multiple attribute 
group decision-making with unbalanced linguistic term 
sets.  
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