Improved BP Neural Network for Intrusion Detection Based on AFSA
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Abstract

Establishing a complete information security policy is the most important step to solve the problem of information security and the basis for the entire information security system. Using intrusion detection technology to identify the source of threats and adjusting security policy is an effective operation of network protection. Trained BP neural network model is usually adopted as detector, but because of defects of weights training algorithm of BPNN, the weights always fall into local minima area. In order to address this problem, we propose a detection model based on BP neural network training by AFSA (Artificial Fish Swarming Algorithm). The algorithm optimizes the weights of BP neural network by AFSA. It shortens the sample training time and improves BP neural network classification accuracy. Experimental results demonstrated that it has a shorter training time and can achieve a superior detection rate than BPNN.
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1 Introduction

The concept of intrusion detection was proposed in 1987 as an abstract model called intrusion detection systems [1]. Intrusion detection technology can help quickly identify network intrusions, and respond [2]. It expanded the system administrator's security management capabilities and has been rapidly developed and widely applied in recent years [3][4].

Intrusion detection refers to analyze the information collected from a number
of key points of the computer network or computer system, and then found the activation that violating the security policy behavior or attacking the network system and feedback the responding. Intrusion detection is a proactive security protection technology, can well make up for the lack of a firewall [5].

Following methods are commonly used in intrusion detection: pattern matching [6], protocol analysis [7], expert systems [8], statistical analysis [9], data mining [10], neural networks [11], genetic algorithms [12]. In the practical application and researching, usually do not use a single detection method. Instead of using a variety of detection methods combine to detect attacks.

Since all intrusions have certain characteristics, and all the characters are performed by their data. So, how to accurately analyze the relationship between their data and behaviors is the most hotspot of the study. Earlier network intrusion detection models were based on pattern matching algorithm, which has been considerable development in network intrusion detection system, but the efficiency of this algorithm to match the packet is quite low.

In recent years, the neural network model has been widespread concern, and it shows a very high recognition rate. Based on the previous studies, this paper proposed a novel intrusion detection model based on AFSA-BPNN.

2 Back Propagation Neural Network

BPNN has self-adaptive, self-organizing and self-learning ability [13]. First, the information from the audit log or normal network access behavior is processed to generate the input vector, and then input to the neural network. The output vector can be utilized to determine whether the intrusion. The structure of BPNN using for intrusion detection is showed in Fig.1.
BPNN not needs to know the exact relationship between the input and output data. It can be trained to use the network to simulate the mapping between them. Therefore, BP neural network has excellent non-linear fitting and pattern recognition capabilities for intrusion test problem is very reasonable and effective.

3 Artificial Fish Swarming Algorithm

AFSA is a swarm intelligence optimization algorithm based on animal behavior [14], has a highly parallel, self-organizing, adaptive and collaborative and other features. It can effectively overcome the local optimum value problem and achieve the global optimum. AFSA algorithm has the following three kinds of intelligence operations.

Operation1 (Foraging): By detecting the concentration of food to determine the direction of movement, and move towards the best direction.

Operation2 (Swarming): Fish gather in groups, together with the collection of food and avoid predators.

Operation3 (Following): When a fish finds food, the other will swim to it quickly.

With the above operations, AFSA can fast solve the complexity nonlinear problem and it has a fast convergence speed. In order to better exhibit the
proposed model, we have produced a flow chart of the algorithm as showed in Fig.2.
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Fig.2. The flowchart of AFSA-BPNN

4 Experimental Results

In order to better demonstrate the advantages proposed model, we first compare the algorithm with BPNN. The detection results and the iteration curves are shown in Fig.3.
From the above experimental results, we can observe that AFSA significantly
improved the convergence speed and detection performance of BPNN. Further, two other algorithms (GA-PBNN [15], PSO-BPNN [16]) are provided for comparison. The results are detailed in Tab.1.

<table>
<thead>
<tr>
<th>Detection Algorithm</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPNN</td>
<td>0.1934</td>
</tr>
<tr>
<td>GA-BPNN</td>
<td>0.1759</td>
</tr>
<tr>
<td>PSO-BPNN</td>
<td>0.1410</td>
</tr>
<tr>
<td>AFSA-BPNN</td>
<td>0.1014</td>
</tr>
</tbody>
</table>

Tab.1. The detection results of different algorithms

As can be seen from Tab.1. Although the other algorithm enhanced the performance of BPNN, but AFSA-BPNN achieved the most accurately results. In summary, the novel proposed algorithm has good performance and more stable on intrusion detection.

5 Conclusion

In this paper, a novel intrusion detection model was established which is based on AFAS and BPNN. By embedding AFSA into BPNN, significantly improves the accuracy and convergence speed of the intrusion detection model. Further work will focus on: i) embed the algorithm into software, and apply it to real-time monitoring applications; ii) establish more training data, so that the trained BPNN can detect more abnormal kinds of behavior.
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