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#### Abstract

Anisotropic phenomena can be observed almost everywhere in nature. This makes them important subjects for theoretical and experimental studies. In this work, we focus on the study of anisotropic quasi-self-similar signals. It holds that the classical multifractal formalism in all its formulations does not hold for this class. We then use an homogeneous norm introduced by Calderon and Torchinsky to check the validity of an adapted anisotropic multifractal formalism for these signals. Our techniques are based on group theory combined with wavelet characterization of anisotropic function spaces. We then show the efficiency of anisotropic wavelets in detecting singularities.


## 1 Introduction

Suppose that one has an object that depends on several parameters, for examples, a moving solid, and that the on these parameters differs from one to another. We say simply that such objects follow a nonisotropic motion. The anisotropy is then the fact of depending differently on given parameters such as the coordinates of a physical basis. It can be observed nearly everywhere in natural phenomena such as trees, lung structure and wind. As a consequence, the concept of anisotropy has assumed an importance and thereafter has been a subject of interest for the researchers in theoretical mathematics as well as in physical and data-processing practice. This work lies within this whole topic and deals with some studies of anisotropic phenomena and their treatments with wavelet analysis. There are many motivations behind this work. Some of them are cited in our work [8]. We hereafter cite some other interesting motivations.

- Anisotropy can appear in seismology. This phenomenon has been noticed in several studies. Researchers guess that the observed seismic anisotropy is due to strain induced lattice preferred orientation of olivine caused by the amalgamation and deformation of blocks.
- Atmospheric phenomena. It is known now from experimental physical studies that the horizontal spectrum of wind involves scaling but not with the same scale law as the vertical one. This fact led physicists to think that the anisotropy is not independent of the gravity as was once thought. Geophysical turbulence is strongly anisotropic. This is essentially due to the gravity effects in all scales.
- The correlations between the topography and gravity anomalies cause significant anisotropy. Indeed, the flexural rigidity of the lithosphere is usually assumed to be isotropic. However, it has been shown recently that the coherence increases in one direction compared to the azimuthal average, which leads to the anisotropy.
- One can also observe anisotropy phenomena in rough surfaces used as an instrument for simulating the topography of engineering surfaces. Rough surfaces play an important role in several areas of engineering and science such as design of superconductors, machine design, materials science, scattering of electromagnetic waves, surface contact and wear mechanics and tribology.
- Anisotropy can be observed in the diffusion into fibrous anisotropic structures exhibiting a variety of crossover phenomena.
- An important motivation of our work is related to group theory. This is motivated by the fact that wavelets, have since their appearance, been strongly related to group theory. Recall that from the starting ideas by Grossmann, Morlet, and others, wavelets are certain coherent states associated with the affine group on the line generated by dilation and translation. The action of the scale parameter $a$ or $j$ referred to the frequency on the mother wavelet $\psi$ which is a dilation-contraction and the action of the position parameter $b$ yield a coherent state associated to the affine group $a x+b$ of the real line. The present work is based on a group action on wavelets. We use some special subgroups of the matrix group $G L(n)$ to adopt and check some coherent situations associated to the anisotropic behaviors of an important class of signals. It consists here of an affine-like group.

More about these motivations and other applications about wavelets, anisotropy and their relations to group theory, anisotropic deformations, and group deformation can be found in $[2],[4],[5],[6],[7],[8],[9],[10],[12],[13],[14],[15],[17],[18],[23],[25],[26],[27],[29]$ and the references therien.

In [6], [7], [8], [9], [10] and [12], some special types of singularities for anisotropic quasi-self-similar functions and distributions in both the linear and nonlinear cases have been studied. The idea was to define a new type of regularity taking into account the anisotropic behavior. Some new variants of the spectrum of singularities have been introduced in order to be adequate for the new type of singularities. The principal idea for computing the spectra was to adapt some variants of the Hausdorff measure and dimension. A return to the multifractal formalism due to Arneodo et al [3] have been carried out. The principal idea behind the cited references was the inadequacy of the multifractal formalism for anisotropic self-similar functions.

In this paper, we revisit this problem and we propose to undertake a study in anisotropic function spaces. We then use an homogeneous norm due to Calderon and Torchinsky to obtain good results. We intend that such a norm interacts well with the anisotropic contractions. Then we show how one may modify the known formulations in order to adapt them to a large class of nonhomogenous functions. We now recall some preliminaries on the homogeneous norm. For backgrounds, we refer to [12], [15], [19], [20], [24] and [28].

For $r>0$, consider the group of matrices $A_{r}=\operatorname{diag}\left(r^{d_{1}}, r^{d_{2}}, \ldots, r^{d_{m}}\right)$ where the $d_{j}$ 's are real parameters such that $d_{1}=1 \leq d_{2} \leq \ldots \leq d_{m}$. Consider for $x \in \mathbb{R}^{m} \backslash 0$ fixed the
function

$$
\varphi_{x}(r)=\left\|A_{r}^{-1} x\right\|=\sqrt{r^{-2 d_{1}} x_{1}^{2}+r^{-2 d_{2}} x_{2}^{2}+\ldots+r^{-2 d_{m}} x_{m}^{2}}
$$

It is a continuous non increasing function and it maps the interval $] 0,+\infty[$ into itself. So, there exists a unique real number $r=r(x)$ for which $\varphi_{x}(r)=1$. We define then the homogeneous norm of $x \in \mathbb{R}^{m}$ by

$$
\rho(x)=\left\{\begin{array}{cl}
r(x) & , \quad x \neq 0 \\
0 & , \quad x=0
\end{array}\right.
$$

Some basic properties of the homogeneous norm will be exposed in the appendix at the end of the paper. We adopt now some notations which will be useful later on. For a multi-index $i=\left(i_{1}, i_{2}, \ldots, i_{m}\right) \in \mathbb{N}^{m}$, we denote its length

$$
|i|=i_{1}+i_{2}+\ldots+i_{m}
$$

We denote also

$$
\partial^{i}=\partial_{x_{1}}^{i_{1}} \partial_{x_{2}}^{i_{2}} \ldots \partial_{x_{m}}^{i_{m}}
$$

the partial differential operator according to $i$ and

$$
d(i)=d_{1} i_{1}+d_{2} i_{2}+\ldots+d_{m} i_{m}
$$

the order of such an operator and finally we write

$$
x^{i}=x_{1}{ }^{i_{1}} x_{2}{ }^{i_{2}} \ldots x_{m}^{i_{m}}, \forall x \in \mathbb{R}^{m}
$$

We recall that if $P(x)=\sum_{i} a_{i} x^{i}$ is an homogeneous real valued polynomial on $\mathbb{R}^{m}$, its homogeneous degree is $d_{\rho}(P)=\max \left\{d(i) ; a_{i} \neq 0\right\}$.
We will now give the modified versions of Hölder regularity and the wavelet transform.
Definition 1. Let $\alpha>0$ and $x_{0} \in \mathbb{R}^{m}$. A real valued function $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ is said to be $\rho$-regular of order $\alpha$ at $x_{0}$ if there exists a constant $C$, a polynomial $P$ with homogeneous degree less than $[\alpha]$ and a neighborhood $\mathcal{V}\left(x_{0}\right)$ satisfying

$$
\begin{equation*}
\left|F(x)-P\left(x-x_{0}\right)\right| \leq C \rho\left(x-x_{0}\right)^{\alpha}, \quad \forall x \in \mathcal{V}\left(x_{0}\right) \tag{1.1}
\end{equation*}
$$

We say also that $F$ has an $\alpha$ - $\rho$-singularity at $x_{0}$ and we write $F \in \mathcal{C}_{\rho}^{\alpha}\left(x_{0}\right)$. The global space of $\alpha$ - $\rho$-singularities can be defined if (1.1) holds for all $x, x_{0} \in \mathbb{R}^{m}$ with a constant $C$ being uniform. We write $F \in \mathcal{C}_{\rho}^{\alpha}\left(\mathbb{R}^{m}\right)$.
The $\rho$-singularity exponent or the $\rho$-Hölder exponent is defined by

$$
\alpha_{\rho, F}\left(x_{0}\right)=\sup \left\{\alpha ; \quad F \in \mathcal{C}_{\rho}^{\alpha}\left(x_{0}\right)\right\} .
$$

Consider now two functions $\varphi$ and $\psi$ in the Schwartz class $\mathcal{S}\left(\mathbb{R}^{m}\right)$ such that
(i) $\widehat{\varphi}$ has compact support disjoint from 0 .
(ii) $\psi$ is supported in $|x| \leq 1$ and with vanishing moments.
(iii) For all $x \in \mathbb{R}^{m}, x \neq 0$, we have

$$
\int_{0}^{+\infty} \widehat{\varphi}\left(A_{r} x\right) \widehat{\psi}\left(A_{r} x\right) \frac{d r}{r}=1
$$

Let $x^{d}=\left(2^{d_{1}}, 2^{d_{2}}, \ldots, 2^{d_{m}}\right), \varphi^{d}(x)=\varphi\left(x-x^{d}\right)$ and $\psi^{d}(x)=\psi\left(x+x^{d}\right)$. For $a>0$ denote

$$
\varphi_{a}^{d}(x)=\frac{1}{a^{D}} \varphi^{d}\left(A_{a}^{-1} x\right) \quad \text { and } \quad \psi_{a}^{d}(x)=\frac{1}{a^{D}} \psi^{d}\left(A_{a}^{-1} x\right)
$$

where $D=d_{1}+d_{2}+\ldots+d_{m}$. The anisotropic wavelet transform of $F$ at the scale $a$ and the position $b$ will be

$$
C_{\rho, F}(a, b)=\left(F * \varphi_{a}^{d}\right)(b)=\frac{1}{a^{D}} \int_{\mathbb{R}^{m}} F(x) \varphi^{d}\left(A_{a}^{-1}(x-b)\right) d x
$$

The following result is an analog of the classical wavelet characterization of regularity. It characterizes the $\rho$-Hölder regularity by means of anisotropic wavelets (See [12] for a proof).

Proposition 1. $1-F \in \mathcal{C}_{\rho}^{\alpha}(\mathbb{R})$ if and only if $\left|C_{\rho, F}(a, b)\right| \leq C a^{\alpha}$.
2- If $F$ has an $\alpha-\rho$-singularity at $x_{0}$ then

$$
\left|C_{\rho, F}(a, b)\right| \leq C a^{\alpha}\left(1+\frac{\rho\left(b-x_{0}\right)}{a}\right)^{\alpha}
$$

3- If the inequality in 2 holds and if $F \in \mathcal{C}_{\rho}^{\varepsilon}(\mathbb{R})$ for some $\varepsilon>0$, there exists a polynomial $P$ such that if $\rho\left(x-x_{0}\right) \leq 1 / 2$,

$$
\left|F(x)-P\left(x-x_{0}\right)\right| \leq C \rho\left(x-x_{0}\right)^{\alpha} \log \left(\frac{1}{\rho\left(x-x_{0}\right)}\right)
$$

The goal of the multifractal analysis of functions is to determine their pointwise and uniform Hölder exponent and to compute the Hausdorff dimension of the singularities set. In general such a problem is no longer obvious. To find a relation between the Hölder exponent and the Besov one is not simple. Whereas for certain cases, like selfaffine signals, the wavelet coefficients inherit the characters of the signal. If $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfies $F(x)=\lambda F(r x)$ for all $x$ and for some $\lambda$ and $r$, then its wavelet transform satisfies

$$
C_{a, b}(F)=\lambda C_{r a, r b}(F) \quad \forall a>0 \text { and } \forall b \in \mathbb{R}^{m}
$$

These relations allow the estimation of the size of the wavelet transform $C_{a, b}(F)$ everywhere.

The multifractal formalism is a mathematical formula that computes the Hausdorff dimension of the singularity set. In the majority of cases, it seems impossible to do such a computation from the mathematical definition of the Hausdorff dimension. So, one tries to extract suitable quantities from the studied object to simplify the problem. In some cases the computation of the spectrum of singularities is related to Besov exponents, to overage quantities based on the modules of continuity or wavelet transform. We will not recall here these notions but we will give their analogs in the anisotropic case. We say that
a function $F$ belongs to the homogeneous anisotropic Besov space $\mathcal{B}_{\rho, p}^{s, \infty}\left(\mathbb{R}^{m}\right)$ for $s \in \mathbb{R}$ and $p>0$ if for $a$ small enough one has

$$
\int\left|C_{\rho, F}(a, b)\right|^{p} d b \leq C a^{s p}
$$

The homogeneous Besov exponent of $F$ will be

$$
\eta_{\rho}(p)=\sup \left\{s ; \quad F \in \mathcal{B}_{\rho, p}^{s, \infty}\left(\mathbb{R}^{m}\right)\right\}=\liminf _{a \rightarrow 0} \frac{\log \int\left|C_{\rho, F}(a, b)\right|^{p} d b}{\log a}
$$

We now recall the modified Hausdorff measure and dimension. For a subset $U$ of $\mathbb{R}^{m}$, the $\rho$-diameter of $U$ is

$$
\rho(U)=\sup \{\rho(x-y) ; \quad x, y \in U\} .
$$

The $\rho$-Hausdorff measure is defined for all $E \subseteq \mathbb{R}^{m}$ and $\alpha \geq 0$ by

$$
\mathcal{H}_{\rho}^{\alpha}(E)=\lim _{\varepsilon \downarrow 0}\left(\inf \left\{\sum_{i} \rho\left(U_{i}\right)^{\alpha} ; \quad E \subseteq \bigcup_{i} U_{i}, \rho\left(U_{i}\right) \leq \varepsilon\right\}\right)
$$

and the $\rho$-Hausdorff dimension of $E$ is

$$
\operatorname{dim}_{\rho}(E)=\inf \left\{\alpha ; \quad \mathcal{H}_{\rho}^{\alpha}(E)=0\right\}
$$

Finally, we define the anisotropic $\alpha-\rho$-singularities set

$$
E_{\rho}(\alpha)=\left\{x ; \quad \alpha_{\rho, F}(x)=\alpha\right\}
$$

and the $\rho$-spectrum of singularities $d_{\rho}(\alpha)=\operatorname{dim}_{\rho}\left(E_{\rho}(\alpha)\right)$. The anisotropic multifractal formalism affirms that

$$
d_{\rho}(\alpha)=\inf _{p}\left(\alpha p-\eta_{\rho}(p)+D\right) .
$$

In this paper we propose to check such a formalism for the class of anisotropic quasi-selfsimilar functions.

## 2 Main results

Let $\Omega$ be a bounded domain in $\mathbb{R}^{m}$ and $k>0$. Let also $\left.\mu_{1}, \mu_{2} \in\right] 0,1[$ and consider some contractions $T_{j}(x)=A_{\mu_{j}}(x)+B_{j}, j=1,2$ satisfying

$$
\begin{equation*}
T_{j}(\Omega) \subset \Omega \quad \text { and } \quad T_{i}(\Omega) \cap T_{j}(\Omega)=\emptyset \quad \text { whenever } i \neq j . \tag{2.1}
\end{equation*}
$$

Consider two sequences $\left(\lambda_{j}^{n}\right)_{n}, j=1,2$ of numbers uniformly bounded in $] 0,1[$. That is,

$$
\exists a, b ; \quad 0<a \leq\left|\lambda_{j}^{n}\right| \leq b<1, \forall n, j=1,2 .
$$

In what follows we will denote for a multi-index $i=\left(i_{1}, i_{2}, \ldots, i_{n}\right) \in\{1,2\}^{n}$,

$$
\lambda_{i}=\lambda_{i_{1}}^{1} \lambda_{i_{2}}^{2} \ldots \lambda_{i_{n}}^{n} \quad \text { and } \quad \mu_{i}=\mu_{i_{1}} \mu_{i_{2}} \ldots \mu_{i_{n}} .
$$

We will write also

$$
T_{i}=T_{i_{n}} \circ \ldots \circ T_{i_{1}}, \quad x_{i}=T_{i}(0) \quad \text { and } \quad \Omega_{i}=T_{i}(\Omega)
$$

Define for $j \in \mathbb{N}$ and $L$ large enough the sets

$$
B_{j}=\left\{i ; 2^{-j} \leq \mu_{i}<2^{1-j}\right\} \quad \text { and } \quad B_{j}(x)=\left\{i \in B_{j} ; \rho\left(x-x_{i}\right) \leq L 2^{-j}\right\}
$$

where $x_{i}=T_{i}(0)$. We recall that $B_{j}(x)$ has finite cardinality independently of $x$ and $j$. Denote

$$
\alpha_{\min }=\liminf _{j \rightarrow+\infty}\left(\inf _{i \in B_{j}} \frac{\log \left|\lambda_{i}\right|}{\log \mu_{i}}\right) \quad \text { and } \quad \alpha_{\max }=\limsup _{j \rightarrow+\infty}\left(\sup _{i \in B_{j}} \frac{\log \left|\lambda_{i}\right|}{\log \mu_{i}}\right) .
$$

Finally, we denote by $K$ the unique non empty $T$-invariant compact. That is

$$
K=T_{1}(K) \cup T_{2}(K)=\bigcap_{n \geq 0} \bigcup_{|i|=n} T_{i}(\Omega)
$$

The anisotropic quasi-self-similar functions were introduced in [6] and they were defined by means of the series

$$
\begin{equation*}
F(x)=\sum_{n \geq 0} \sum_{|i|=n} \lambda_{i} g\left(T_{i}^{-1}(x)\right) \tag{2.2}
\end{equation*}
$$

where $g$ is a $\mathcal{C}^{k+1}$ real valued function with compact support on $\Omega$ and where we set as a convention $g\left(T_{i}^{-1}(x)\right)=0$ for all $x \notin \Omega_{i}$. The function $F$ can be written in a different way

$$
\begin{equation*}
F(x)=\sum_{n=0}^{N-1} \sum_{|i|=n} \lambda_{i} g\left(T_{i}^{-1}(x)\right)+\sum_{|i|=N} \lambda_{i} F_{N}\left(T_{i}^{-1}(x)\right) \tag{2.3}
\end{equation*}
$$

where

$$
F_{N}(x)=\sum_{n \geq 0} \sum_{|i|=n} \lambda_{i_{1}}^{N+1} \lambda_{i_{2}}^{N+2} \ldots \lambda_{i_{n}}^{N+n} g\left(T_{i}^{-1}(x)\right)
$$

From this formula one can prove that $F$ does not satisfy the same quasi-self-similar equation in each iteration and that it has different re-normalization factors in different scales. Let us be more precise and give some points of resemblance and difference with the classical models. Recall that self-similar functions were introduced in [22] as follows.
Definition 2. A function $F: \mathbb{R}^{m} \longrightarrow \mathbb{R}$ is said to be self-affine (self-similar) of order $k \geq 0$ if there exists a bounded set $\Omega \subset \mathbb{R}^{m}$ and contractive similitudes $S_{1}, \ldots, S_{d}$ satisfying

$$
\begin{gathered}
S_{i}(\Omega) \subset \Omega \\
S_{i}(\Omega) \cap S_{j}(\Omega)=\emptyset
\end{gathered}
$$

there exists $\lambda_{1}, \ldots, \lambda_{d}$ such that $0<\lambda_{i}<1$ and a function $g, \mathcal{C}^{k}$ with all derivatives of order less than $k$ having fast decay satisfying

$$
F(x)=\sum_{i=0}^{d} \lambda_{i} F\left(T_{i}^{-1}(x)\right)+g(x)
$$

and finally there exists a closed subset of $\Omega$ such that $F$ is not uniformly $\mathcal{C}^{k}$ on it.

In [22], the author proved that the multifractal formalism holds for these functions when such a function has a uniform minimal regularity. The main idea is by concentrating a self-similar measure on the singularities set which is also self-similar.

- For $N=1$, it follows from (2.3) that

$$
F(x)=\lambda_{1}^{1} F_{1}\left(T_{1}^{-1}(x)\right)+\lambda_{2}^{1} F_{1}\left(T_{2}^{-1}(x)\right)+g(x) .
$$

In general, $F_{1}$ is different from $F$. So, $F$ is not self-similar in the sense of Definition 2.

- For $N=2$, we have

$$
\begin{aligned}
F(x) & =\lambda_{1}^{1} \lambda_{1}^{2} F_{2}\left(\left(T_{1} \circ T_{1}\right)^{-1}(x)\right)+\lambda_{1}^{1} \lambda_{2}^{2} F_{2}\left(\left(T_{1} \circ T_{2}\right)^{-1}(x)\right) \\
& +\lambda_{2}^{1} \lambda_{1}^{2} F_{2}\left(\left(T_{2} \circ T_{1}\right)^{-1}(x)\right)+\lambda_{2}^{1} \lambda_{2}^{2} F_{2}\left(\left(T_{2} \circ T_{2}\right)^{-1}(x)\right) \\
& +\lambda_{1}^{1} g\left(T_{1}^{-1}(x)\right)+\lambda_{2}^{1} g\left(T_{2}^{-1}(x)\right)+g(x) .
\end{aligned}
$$

Compared to Definition 2, $F_{1}$ disappears completely. So, the function $F$ does not satisfy the same quasi-self-similar equation in all generations.

- The non self-similarity in our case can be understood in terms of the $\lambda_{j}^{n}$. In Definition 2 these are constants, not sequences, which means that one has the same re-normalization factor in different scales. Here, we have different re-normalization factors.
- For the computation of the spectrum of singularities, the construction of Gibbs measures fails in our cases. The Gibbs measure satisfies

$$
\mu\left(\Omega_{\alpha \beta}\right) \sim \mu\left(\Omega_{\alpha}\right) \mu\left(\Omega_{\beta}\right)
$$

However, such a construction is the main and crucial point to allow the computation of the spectrum in Definition 2. Here, for all $l, p \in \mathbb{N}^{*}$, we do not have

$$
\left|\lambda_{i_{1}}^{1} \lambda_{i_{2}}^{2} \ldots \lambda_{i_{l}}^{l}\right|\left|\lambda_{j_{1}}^{l+1} \lambda_{j_{2}}^{l+2} \ldots \lambda_{j_{p}}^{l+p}\right| \sim\left|\lambda_{i_{1}}^{1} \lambda_{i_{2}}^{2} \ldots \lambda_{i_{l}}^{l}\right|\left|\lambda_{j_{1}}^{1} \lambda_{j_{2}}^{2} \ldots \lambda_{j_{p}}^{p}\right| .
$$

So the corresponding quantity $\mu\left(\Omega_{i j}\right)$ does not have the same order of magnitude as $\mu\left(\Omega_{i}\right) \mu\left(\Omega_{j}\right)$.

- By looking at the above two equalities, $N=1,2$ and Definition 2, the function $F_{1}$ which appears for $N=1$ disappears completely in the next iteration. This means that the signal does not inherit all the properties or characteristics of its original source. This can be due to natural factors such as air flow.
- The signal $F$ is written as a superposition of "slightly similar" structures at different scales, reminiscent of some possible models of turbulence.
- The $S_{j}$ may not have the same linear part. This means that the signal $F$ does not follow a fixed direction when it is propagated in space. This means that some turbulent factors take place.
- The $S_{j}$ may not have the same linear part. This means that macroscopic cells of the signal are neither of the same geometric disposition nor of the same dimensions.
- If $F$ is $\mathcal{C}_{\rho}^{k}(x)$ for all $x \in \Omega$ then the anisotropic multifractal formalism is of no interest and this is the crucial point for imposing certain restrictions. In [12] and [22] the authors when studying the classical multifractal formalism for self-similar functions assumed that $F$ is not uniformly $\mathcal{C}^{k}$ on a closed subset of $\Omega$. In [6], [7] and [8] we considered a weak assumption. We supposed instead that $F \notin \mathcal{C}^{k}\left(x_{0}\right)$ for some point $x_{0} \in \Omega$ and we showed that this is sufficient.
- A natural assumption for our extension here is to suppose that $F \notin \mathcal{C}_{\rho}^{k}\left(x_{0}\right)$. From the anisotropic wavelet characterization in Proposition 1, this is equivalent to the fact that there exists $a_{n} \rightarrow 0, b_{n}$ and $C_{n} \rightarrow \infty$ such that

$$
\begin{equation*}
\rho\left(b_{n}-x_{0}\right) \leq a_{n} \quad \text { and } \quad\left|C_{\rho, F_{N}}\left(a_{n}, b_{n}\right)\right| \geq C_{n} a_{n}^{k}, \quad \forall N \tag{2.4}
\end{equation*}
$$

We now set down our main results in this paper. The first result gives us the global $\rho$-regularity of anisotropic quasi-self-similar functions and it is stated as follows.

Theorem 1. Let $F$ be an anisotropic quasi-self-similar function in the sense of (2.2). Then

$$
F \in \mathcal{C}_{\rho}^{\alpha_{\min }-\varepsilon}(\Omega), \quad \forall \varepsilon ; \quad 0<\varepsilon<\alpha_{\min }
$$

The following result computes the pointwise $\rho$-Hölder regularity for the same class of functions.

Theorem 2. Let $F$ be an anisotropic quasi-self-similar function in the sense of (2.2). We have
(i) $F$ is $\mathcal{C}_{\rho}^{k}$ in a neighborhood of $x$ for all $x \notin K$.
(ii) Let $x \in K$ and suppose that

$$
a_{\rho}(x)=\liminf _{n \rightarrow \infty} \frac{\lambda_{i_{1}(x)}^{1} \lambda_{i_{2}(x)}^{2} \ldots \lambda_{i_{n}(x)}^{n}}{\log \mu_{i_{1}(x)} \mu_{i_{2}(x)} \mu_{i_{n}(x)}}<k
$$

Then $\alpha_{\rho, F}(x)=a_{\rho}(x)$.
For the computation of the $\rho$-spectrum of singularities, the construction of Gibbs measures fails in our case. We propose then to follow some quite similar technics as in [6] [7] and [8] with some necessary modifications due to the anisotropic homogeneous norm. Let us be more precise and explain our method. For $p, q$ real numbers define

$$
\mathcal{L}_{\rho}(p, q)=\liminf _{\varepsilon \downarrow 0}\left\{\sum_{i}\left|\lambda_{i}\right|^{p} \mid \rho\left(\Omega_{i}\right)^{-q} ; K \subset \bigcup_{i} \Omega_{i} \text { and } \rho\left(\Omega_{i}\right) \leq \varepsilon\right\}
$$

For $n \in \mathbb{N}$ define

$$
\Theta_{\rho, n}(p, q)=\frac{1}{n} \log \sum_{|i|=n}\left|\lambda_{i}\right|^{p} \rho\left(\Omega_{i}\right)^{-q}
$$

and its limit superior

$$
\Theta_{\rho}(p, q)=\limsup _{n \rightarrow+\infty} \Theta_{\rho, n}(p, q)
$$

One can prove the following preliminary result.

Lemma 1. The set $\mathcal{S}=\left\{(p, q) ; \Theta_{\rho}(p, q)<0\right\}$ is convex.
This allows us to consider the separative

$$
\begin{equation*}
\varphi_{\rho}(p)=\sup \left\{q ; \Theta_{\rho}(p, q)<0\right\} . \tag{2.5}
\end{equation*}
$$

We have obtained the following result
Theorem 3. Let $F$ be an anisotropic quasi-self-similar function in the sense of (2.2) and $d_{\rho}$ its $\rho$-spectrum of singularities and $\varphi_{\rho}$ the separative defined in (2.5). Then
(i) $d_{\rho}(\alpha)=-\infty$ outside $\left[\alpha_{\text {min }}, \alpha_{\text {max }}\right]$.
(ii) Suppose $\varphi_{\rho}$ is differentiable at $p$ and that $\alpha=\varphi_{\rho}^{\prime}(p) \in\left[\alpha_{\text {min }}, \alpha_{\text {max }}\right]$. Suppose further that $\mathcal{K}_{\rho}\left(p, \varphi_{\rho}(p)\right)>0$. We have

$$
d_{\rho}(\alpha)=\inf _{x}\left(\alpha x-\varphi_{\rho}(x)\right) .
$$

The following result gives us the anisotropic multifractal formalism for the class of anisotropic quasi-self-similar functions.

Theorem 4. Let $F$ be an anisotropic quasi-self-similar function in the sense of (2.2) and $\eta_{\rho}$ its Besov exponent. Let $\varphi_{\rho}$ the separative defined in (2.5). We have the following implication.

$$
\text { If } \varphi_{\rho}(p)+D<k p \text { then } \eta_{\rho}(p)=\varphi_{\rho}(p)+D \text {. }
$$

## 3 Global $\rho$-regularity

In this section we shall prove Theorem 1 which gives the global $\rho$-regularity for anisotropic quasi-self-similar functions.

Proof of Theorem 1: Recall that a function $F$ is represented by means of the series

$$
F(x)=\sum_{n \geq 0} \sum_{|i|=n} \lambda_{i} g\left(T_{i}^{-1}(x)\right) .
$$

According to Proposition 1, it suffices to show that

$$
\left|C_{\rho, F}(a, b)\right| \leq C a^{\alpha_{m i n}-\varepsilon} .
$$

Using the Littlewood decomposition, the function $F$ can also be written as

$$
F(x)=\sum_{j \geq 0} \sum_{i \in B_{j}} \lambda_{i} g\left(T_{i}^{-1}(x)\right) .
$$

Let $a=2^{-l}, b \in \mathbb{R}^{m}$ and denote

$$
F_{i, l}^{d}(b)=\left(g \circ T_{i}^{-1}\right) * \varphi_{a}^{d}(b) .
$$

We now proceed in the following steps.

- Step 1: $0 \leq j \leq l$ and $b \in \Omega_{i}$. We then have

$$
\begin{aligned}
\left|F_{i, l}^{d}(x)\right| & =\left|\int_{\Omega_{i}}\left(g \circ T_{i}^{-1}\right)(x) \varphi_{a}^{d}(x-b) d x\right| \\
& =2^{D l} \int_{\Omega_{i}}\left(g \circ T_{i}^{-1}\right)(x) \varphi\left(A_{2^{l}}(x-b)-x^{d}\right) d x \\
& =2^{D l} \int_{\Omega_{i}}\left(g \circ T_{i}^{-1}\right)\left(x+A_{1 / 2^{l}} x^{d}\right) \varphi\left(A_{2^{l}}(x-b)\right) d x
\end{aligned}
$$

Denote now $P_{k}^{i}$ the Taylor expansion of $g \circ T_{i}^{-1}$ to the order $k-1$ at the point $x+A_{1 / 2^{l}} x^{d}$.
For the sake of simplicity we will denote this point by $x+x_{l}^{d}$. It follows that

$$
\left|F_{i, l}^{d}(x)\right|=2^{D l} \int_{\Omega_{i}}\left[\left(g \circ T_{i}^{-1}\right)\left(x+x_{l}^{d}\right)-P_{k}^{i}\left(x+x_{l}^{d}-b\right)\right] \varphi\left(A_{2^{l}}(x-b)\right) d x
$$

Using Theorem 5 in Appendix B, we obtain

$$
\begin{aligned}
\left|F_{i, l}^{d}(x)\right| & \leq C 2^{D l} \sum_{|\sigma|=k} \int_{\Omega_{i}} \rho\left(x+x_{l}^{d}-b\right)^{d(\sigma)}\left|\varphi\left(A_{2^{l}}(x-b)\right)\right| d x \\
& \leq C 2^{D l} \sum_{|\sigma|=k} \int_{\Omega_{i}}\left(\rho\left(x_{l}^{d}\right)^{d(\sigma)}+\rho(x-b)^{d(\sigma)}\right)\left|\varphi\left(A_{2^{l}}(x-b)\right)\right| d x \\
& \leq C 2^{D l} \sum_{|\sigma|=k} 2^{-d(\sigma) l} \int_{\Omega_{i}}\left|\varphi\left(A_{2^{l}}(x-b)\right)\right| d x \\
& +C 2^{D l} \sum_{|\sigma|=k} \int_{\Omega_{i}} \rho(x-b)^{d(\sigma)}\left|\varphi\left(A_{2^{l}}(x-b)\right)\right| d x
\end{aligned}
$$

The first part is bounded by

$$
C 2^{-k l}\left(\mu_{i}\right)^{k} \leq C 2^{k(j-l)}
$$

The second part is bounded by

$$
\begin{aligned}
& C 2^{D l} \sum_{|\sigma|=k} \int_{\Omega_{i}}\left(L 2^{-j}\right)^{d(\sigma)}\left|\varphi\left(A_{2^{l}}(x-b)\right)\right| d x \\
\leq & C 2^{D l} L^{D k} \sum_{|\sigma|=k} 2^{-d(\sigma) l} \int_{\Omega_{i}}\left|\varphi\left(A_{2^{l}}(x-b)\right)\right| d x \\
\leq & C 2^{-k l}\left(\mu_{i}\right)^{k} \\
\leq & C 2^{k(j-l)}
\end{aligned}
$$

It follows that

$$
\sum_{i \in B_{j}, b \in \Omega_{i}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| \leq C \sum_{i \in B_{j}, b \in \Omega_{i}}\left|\lambda_{i}\right| 2^{k(j-l)}
$$

The last term is bounded by

$$
C 2^{k(j-l)} \sup _{i \in B_{j}}\left|\lambda_{i}\right| \leq C 2^{k(j-l)} 2^{-\left(\alpha_{m i n}-\varepsilon\right) j}
$$

Whence

$$
\sum_{j \leq l} \sum_{i \in B_{j}, b \in \Omega_{i}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| \leq C 2^{-\left(\alpha_{\min }-\varepsilon\right) l}
$$

Step 2: $0 \leq j \leq l, b \notin \Omega_{i}$. Let $\Phi$ be the wavelet such that $\Phi^{(k+1)}=\varphi$. We have

$$
\begin{aligned}
F_{i, l}^{d}(b) & =2^{D l} \int_{\Omega_{i}} g\left(T_{i}^{-1}(x)\right) \Phi^{(k+1)}\left(A_{2^{l}}(x-b)-x^{d}\right) d x \\
& =2^{D l} 2^{-(k+1) D l} \int_{\Omega_{i}}\left(g \circ T_{i}^{-1}\right)^{(k+1)}(x) \Phi\left(A_{2^{l}}(x-b)-x^{d}\right) d x
\end{aligned}
$$

It results that for some $N$,

$$
\left|F_{i, l}^{d}(b)\right| \leq C 2^{D l} 2^{-(k+1) D l} \int_{\Omega_{i}} 2^{(k+1) j} \frac{1}{\left(1+2^{D l} \rho(x-b)\right)^{N}} d x
$$

Now, if we design the $\rho$-distance from $b$ to $\Omega_{i}$ by

$$
\operatorname{dist}_{\rho}\left(b, \Omega_{i}\right)=\inf \left\{\rho(x-b) ; x \in \Omega_{i}\right\}
$$

we obtain

$$
\left|F_{i, l}^{d}(b)\right| \leq C 2^{D l} 2^{-(k+1) D l} \int_{\Omega_{i}} 2^{(k+1) j} \frac{1}{\left(1+2^{D l} \operatorname{dist}_{\rho}\left(b, \Omega_{i}\right)\right)^{N}} d x
$$

which implies that

$$
\left|F_{i, l}^{d}(b)\right| \leq C \frac{2^{k(j-l)}}{\left(1+2^{D l} \operatorname{dist}_{\rho}\left(b, \Omega_{i}\right)\right)^{N}}
$$

As a consequence

$$
\begin{aligned}
\sum_{i \in B_{j}, b \notin \Omega_{i}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| & \leq C \sum_{i \in B_{j}, b \notin \Omega_{i}}\left|\lambda_{i}\right| \frac{2^{k(j-l)}}{\left(1+2^{D l} \operatorname{dist}_{\rho}\left(b, \Omega_{i}\right)\right)^{N}} \\
& \leq C 2^{k(j-l)} \sup _{i \in B_{j}}\left|\lambda_{i}\right| \sum_{i \in B_{j}, b \notin \Omega_{i}} \frac{1}{\left(1+2^{D l} \operatorname{dist}_{\rho}\left(b, \Omega_{i}\right)\right)^{N}} \\
& \leq C 2^{k(j-l)} 2^{-\left(\alpha_{\text {min }}-\varepsilon\right) j}
\end{aligned}
$$

Whence,

$$
\sum_{j \leq l} \sum_{i \in B_{j}, b \notin \Omega_{i}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| \leq C 2^{-\left(\alpha_{m i n}-\varepsilon\right) l}
$$

It results from these steps that

$$
\sum_{j \leq l} \sum_{i \in B_{j}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| \leq C 2^{-\left(\alpha_{\min }-\varepsilon\right) l}
$$

- Step 3: The case where $j>l$ is easier.

$$
\begin{aligned}
\sum_{i \in B_{j}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| & \leq \sum_{i \in B_{j}}\left|\lambda_{i}\right| \int_{\Omega_{i}}\left|\left(g \circ T_{i}^{-1}\right)(x) \varphi_{a}^{d}(x-b)\right| d x \\
& \leq C \sup _{i \in B_{j}}\left|\lambda_{i}\right| \sum_{i \in B_{j}} \int_{\Omega_{i}}\left|\varphi_{a}^{d}(x-b)\right| d x \\
& \leq C 2^{\left(-\alpha_{m i n}+\varepsilon\right) j} \sum_{i \in B_{j}} \int_{\Omega_{i}}\left|\varphi_{a}^{d}(x-b)\right| d x .
\end{aligned}
$$

Whence,

$$
\begin{aligned}
\sum_{j>l} \sum_{i \in B_{j}}\left|\lambda_{i} F_{i, l}^{d}(b)\right| & \leq C \sum_{j>l} 2^{\left(-\alpha_{\text {min }}+\varepsilon\right) j} \sum_{i \in B_{j}} \int_{\Omega_{i}}\left|\varphi_{a}^{d}(x-b)\right| d x \\
& \leq C 2^{-\left(\alpha_{\text {min }}-\varepsilon\right) l} .
\end{aligned}
$$

## 4 The pointwise $\rho$-Hölder regularity

In this section we propose to compute the pointwise $\rho$-Hölder regularity and then to prove Theorem 2. We will show that the anisotropic wavelet transform interacts well with the anisotropic contractions.

Proof of Theorem 2: The first part is obvious. Indeed, outside $K, F$ is locally a finite sum generated by $g \circ T_{i}^{-1}$. So $F$ is $\mathcal{C}_{\rho}^{k}$. Let us prove the second part. It reposes on the following Lemma which is the analog in the anisotropic homogeneous case of Lemma 2 in [6], Lemma 3.4 in [7], [8] and Lemma 3.1 in [22].

Lemma 2. For A large enough denote

$$
\Lambda_{j}(x)=\sup _{i \in B_{j}(x)}\left|\lambda_{i}\right| \quad \text { and } \quad L_{j}(x)=\sum_{l=1}^{p} \Lambda_{j, l}(x) 2^{-A(p-l)} .
$$

We have

$$
\begin{aligned}
a_{\rho}(x) & =\liminf _{j \rightarrow+\infty}\left(\inf _{i \in B_{j}(x)} \frac{\log \left|\lambda_{i}\right|}{\log \mu_{i}}\right) \\
& =\liminf _{j \rightarrow+\infty} \frac{\log \Lambda_{j}(x)}{-j \log 2}=\liminf _{j \rightarrow+\infty} \frac{\log L_{j}(x)}{-j \log 2} .
\end{aligned}
$$

Using similar decomposition as in (2.3), we obtained the following Lemma,
Lemma 3. For every $n \in \mathbb{N}$ there exists an index set $\Delta_{n}$ with finite cardinality independently of $n$ such that

$$
\begin{equation*}
F(x)=\sum_{j=0}^{J-1} \sum_{i \in B_{j}} \lambda_{i} g\left(T_{i}^{-1}(x)\right)+\sum_{i \in B_{J}} \lambda_{i} F_{J}\left(T_{i}^{-1}(x)\right) \tag{4.1}
\end{equation*}
$$

where

$$
F_{J}(x)=\sum_{n=0}^{\infty} \sum_{i \in \cup_{p \in \Delta_{n}} B_{p}} \lambda_{i_{1}}^{J+1} \lambda_{i_{2}}^{J+2} \ldots \lambda_{i_{n}}^{J+n} g\left(T_{i}^{-1}(x)\right) .
$$

We now use the following result which is a crucial point in the proof and is the analog of Proposition 3 in [12] and Proposition 4.1 in [22]. In [6], [7] and [8], we did not need this result but we used direct methods.
Proposition 2. Let $x \in K, J \in \mathbb{N}$ large enough such that $\Lambda_{J}(x) \geq \frac{1}{2} L_{J}(x)$. There exists a branch $i^{0} \in B_{J}(x), b \in \Omega_{i^{0}}$ and $a \sim 2^{-J}$ such that

$$
\begin{equation*}
\rho(b-x) \leq C a \quad \text { and } \quad\left|C_{\rho, F}(a, b)\right| \geq C \Lambda_{j}(x) \tag{4.2}
\end{equation*}
$$

Because of the importance of this Proposition and for the completness of the paper, its proof will be given in Appendix A.
Let now $x \in K, J \in \mathbb{N}$ and $i^{0}$ as in Proposition 2. The Proposition means that $i^{0}$ is the branch at which the anisotropic wavelet transform is large. Now, (4.2) shows that

$$
\alpha_{\rho, F}(x) \leq a_{\rho}(x)
$$

We now prove that $\alpha_{\rho, F}(x) \geq a_{\rho}(x)$. Let $\beta<a_{\rho}(x)$ and consider the Taylor polynomial $P_{\beta}^{i}$ of $g \circ T_{i}^{-1}$ at the point $x$ with degree $l=[\beta]$. Denote next

$$
P_{\beta}(h)=\sum_{j \geq 0} \sum_{i \in B_{j}} \lambda_{i} P_{\beta}^{i}(h) .
$$

Let $J$ be such that $2^{-J} \leq\|h\|<22^{-J}$ and $N$ the largest integer for which $x+h \in \Omega_{i(x) \mid N}$ where for an element $i \in\{1,2\}^{\mathbb{N}}$, the notation $i \mid N$ stands for the truncation of $i$ in its $N$-first entries. We have immediately $\|h\| \leq \mu_{i \mid N}$ and $x+h \notin \Omega_{i \mid N+s}$ for all $s \geq 1$. Thus,

$$
\begin{aligned}
F(x+h)-P_{\beta}(h) & =\sum_{n=0}^{N} \lambda_{i(x) \mid n}\left(g\left(T_{i}^{-1}(x+h)\right)-P_{\beta}^{i}(h)\right) \\
& -\sum_{n \geq N+1} \lambda_{i(x) \mid n} P_{\beta}^{i}(h)
\end{aligned}
$$

Using Theorem 5 in Appendix B, we obtain that the first righthand term is bounded by

$$
C \sum_{n=0}^{N} \lambda_{i(x) \mid n} \sum_{|\sigma|=l+1, d(\sigma)>\beta} \rho(h)^{d(\sigma)} \mid \leq C \rho(h)^{\beta}
$$

The second righthand side term is bounded by

$$
\sum_{j>J} \sum_{i \in B_{j}(x)}\left|\lambda_{i}\right| \sum_{q=0}^{l} \mu_{i}^{q}\|h\|^{q}
$$

So it is bounded by

$$
C \sum_{j>J} 2^{-\beta j} \sum_{q=0}^{l} 2^{q j} 2^{-q J} \leq C 2^{-\beta J}
$$

Since $\rho(h) \leq 1$, the last term is bounded by

$$
C\|h\|^{\beta} \leq C \rho(h)^{\beta}
$$

As a consequence

$$
\left|F(x+h)-P_{\beta}(h)\right| \leq C \rho(h)^{\beta} .
$$

## 5 The $\rho$-spectrum of singularities

To compute the $\rho$-spectrum of singularities, it is sufficient to construct a Borel probability measure supported by the set of singularities. In [12] and [22], the idea was by constructing Gibbs measures. In [6], [7], [8] and in the present work, such a contruction is not possible. Indeed, in [12] and [22], the obtained measure was defined by

$$
\mu\left(\Omega_{i}\right)=\lambda_{i} \quad \text { and } \quad 0 \text { elswhere } .
$$

Remark in this case that for $i=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ and $j=\left(j_{1}, j_{2}, \ldots, j_{l}\right)$ two multi-indices one has

$$
\mu\left(\Omega_{i j}\right)=\lambda_{i j}=\lambda_{i} \lambda_{j}=\mu\left(\Omega_{i}\right) \mu\left(\Omega_{j}\right) .
$$

This means that $\mu$ is a strong multiplicative Gibbs or Bernouilli measure. In such a situation, the multifractal formalism is an obvious application of the result of Brown, Michon and Peyrière in $[16]$. In [6], [7], [8] and in the present work, the situation is different. The two quantities have not the same order of magnitude because for all $p, q \in \mathbb{N}^{*}$, the quantity $\left|\lambda_{i_{1}}^{1}\right| \ldots\left|\lambda_{i_{p}}^{p}\right| \cdot\left|\lambda_{j_{1}}^{p+1}\right| \ldots\left|\lambda_{j_{q}}^{p+q}\right|$ has not the same order of magnitude as $\left|\lambda_{i_{1}}^{1}\right| \ldots\left|\lambda_{i_{p}}^{p}\right| \cdot\left|\lambda_{j_{1}}^{1}\right| \ldots\left|\lambda_{j_{q}}^{q}\right|$. For this reason, we have introduced new approaches for the spectrum of singularities in [6], [7] and [8]. Our idea was based on using Frostmann's method and we applied the results of [11]. In the present work, the method is quite similar. We will introduce suitable modifications on the Frostmann's method and to the techniques of [11] to prove our result. Consider a Borel probability measure $\mu$ on $\Omega$ and a sequence of partitions $\left(\mathcal{F}_{n}\right)_{n}$ of $\Omega$ such that

- $\mathcal{F}_{n+1}$ is a refinement of $\mathcal{F}_{n}$.
- For $x \in \Omega$, let $\Omega_{n}(x) \in \mathcal{F}_{n}$ that contains $x$. Then $\rho\left(\Omega_{n}(x)\right) \rightarrow 0$ as $n \rightarrow \infty$.
- $\sup _{U \in \mathcal{F}_{n}} \rho(U) \rightarrow 0$ as $n \rightarrow \infty$.

Denote $\mathcal{F}=\bigcup_{n} \mathcal{F}_{n}$.
Definition 3. $\zeta: \mathcal{F} \rightarrow \mathbb{R}_{+}$is said to be a $\rho$-Frostmann function on $\Omega$ if 0 is adherent to the sequence $\left(\sup _{U \in \mathcal{F}} \zeta(U)\right)_{n}$ and if $\mathcal{H}_{\rho}(\zeta)>0$ where

$$
\mathcal{H}_{\rho}(\zeta)=\liminf _{\varepsilon \downarrow 0}\left\{\sum_{s} \zeta\left(U_{s}\right) ;\left\{U_{s}\right\} \varepsilon-\rho-\text { covering of } \Omega\right\} .
$$

We have the following Lemma which is the analog of Frostmann's one.
Lemma 4. Let $\zeta$ be a $\rho$-Frostmann function. There exists a probability measure $\widetilde{\zeta}$ on $\Omega$ and constants $C, \varepsilon>0$ such that

$$
\widetilde{\zeta}(U) \leq C \zeta(U), \quad \forall U \in \mathcal{F}, \rho(U) \leq \varepsilon
$$

For $p, q$ real numbers define

$$
\mathcal{L}_{\rho}(p, q)=\liminf _{\varepsilon \downarrow 0}\left\{\left.\sum_{s}^{*} \mu\left(U_{s}\right)^{p} \rho\left(U_{s}\right)\right|^{-q} ; U_{s} \in \mathcal{F}_{n} \text { and } \rho\left(U_{s} \mid \leq \varepsilon\right\}\right.
$$

and

$$
\Theta_{\rho, n}(p, q)=\frac{1}{n} \log \sum_{U \in \mathcal{F}_{n}}^{*} \mu(U)^{p} \rho(U)^{-q}
$$

where $*$ designs that we restrict only on sets with non zero measure. Let

$$
\varphi_{\rho}(p)=\sup \left\{y ; \Theta_{\rho}(p, q)=\limsup _{n \rightarrow+\infty} \Theta_{\rho, n}(p, q)<0\right\}
$$

Finally, we suppose that $\varphi_{\rho}$ is of finite values on an open interval in $\mathbb{R}$. Consider

$$
E_{\alpha}=\left\{x ; \liminf _{n \rightarrow+\infty} \frac{\log \mu\left(\Omega_{n}(x)\right)}{\log \rho\left(\Omega_{n}(x)\right)}=\alpha\right\}
$$

Proof of Theorem 3: The first point is obvious since in this case the set $E(\alpha)=\emptyset$. We then prove the second. In our situation, we set

$$
\mathcal{F}_{n}=\left\{\Omega_{i} ;|i|=n\right\}
$$

and we consider

$$
\mu(U)=\left\{\begin{array}{cl}
\left|\lambda_{i}\right| & \text { if } \quad U=\Omega_{i} \\
0 & \text { if not }
\end{array}\right.
$$

The function $\zeta$ will be defined by

$$
\zeta(U)=\left\{\begin{array}{cll}
\left|\lambda_{i}\right|^{p} \rho\left(\Omega_{i}\right)^{-\varphi_{\rho}(p)} & \text { if } & U=\Omega_{i} \\
0 & \text { if } & \text { not }
\end{array}\right.
$$

Denote $\alpha=\varphi_{\rho}^{\prime}(p)$ and consider the sets

$$
\begin{aligned}
& U_{\alpha}=\left\{x ; \lim _{n \rightarrow+\infty} \frac{\log \left|\lambda_{i}\right|}{\log \rho\left(\Omega_{i}\right)}=\alpha\right\}, \\
& V_{\alpha}=\left\{x ; \liminf _{n \rightarrow+\infty} \frac{\log \left|\lambda_{i}\right|}{\log \rho\left(\Omega_{i}\right)} \leq \alpha\right\}
\end{aligned}
$$

and

$$
\widetilde{V}_{\alpha}=\left\{x ; \liminf _{n \rightarrow+\infty} \frac{\log \widetilde{\zeta}\left(\Omega_{i}\right)}{\log \rho\left(\Omega_{i}\right)} \geq \alpha p-\varphi_{\rho}(p)\right\}
$$

Lemma 4 yields that $U_{\alpha} \subset \widetilde{V}_{\alpha}$. On the other hand, Billingsley Theorem implies that

$$
\operatorname{dim}_{\rho} U_{\alpha} \geq \alpha p-\varphi_{\rho}(p)
$$

Whence,

$$
\begin{equation*}
d_{\rho}(\alpha) \geq \alpha p-\varphi_{\rho}(p) \tag{5.1}
\end{equation*}
$$

We now prove the converse. Consider the set

$$
\widehat{V}_{\alpha}=\left\{x ; \limsup _{n \rightarrow+\infty} \frac{\log \widetilde{\zeta}\left(\Omega_{i}\right)}{\log \rho\left(\Omega_{i}\right)} \geq \alpha p-\varphi_{\rho}(p)\right\}
$$

Let $\varepsilon>0$ and $\delta=\delta_{\varepsilon}>0$ be such that $C_{\rho}\left(p+\varepsilon, \varphi_{\rho}(p)\right)<-\delta<0$. For $n$ large, this implies that

$$
\sum_{n} \mu\left(\Omega_{n}\right)^{p+\varepsilon} \rho\left(\Omega_{n}\right)^{-\varphi_{\rho}(p)}<e^{-n \delta}
$$

On the other hand, for $n$ large we have $\mu\left(\Omega_{n}\right) \geq \rho\left(\Omega_{n}\right)^{\alpha+\eta}$ for some $\eta>0$ small enough. So, it results that

$$
\mathcal{H}_{\rho}^{\gamma}\left(\widehat{V}_{\alpha}\right)<\infty \quad \text { with } \quad \gamma=(\alpha+\eta)(p+\varepsilon)-\varphi_{\rho}(p)
$$

Since, $\varepsilon$ and $\eta$ are chosen small enough, it follows that

$$
\operatorname{dim}_{\rho} \widehat{V}_{\alpha} \leq \alpha p-\varphi_{\rho}(p)
$$

Hence,

$$
\begin{equation*}
d_{\rho}(\alpha) \leq \alpha p-\varphi_{\rho}(p) \tag{5.2}
\end{equation*}
$$

Finally, equations (5.1) and (5.2) yield that

$$
d_{\rho}(\alpha)=\alpha p-\varphi_{\rho}(p)
$$

## 6 The group dilation multifractal formalism

In this section we shall prove the validity of the anisotropic multifractal formalism for the class of anisotropic quasi-self-similar functions. We will show that the homogeneous Besov exponent can be computed by means of $\varphi_{\rho}$. We will prove precisely that

$$
\eta_{\rho}(p)=D+\varphi_{\rho}
$$

Since we have proved in the previous section that

$$
d_{\rho}(\alpha)=\inf _{p}\left(\alpha p+\varphi_{\rho}(p)\right)
$$

we obtain

$$
d_{\rho}(\alpha)=\inf _{p}\left(\alpha p-\eta_{\rho}(p)+D\right)
$$

which is the desired formula.
Proof of Theorem 4: Recall that

$$
C_{\rho, F}(a, b)=\int F(t) \varphi_{a, b}^{d}(t) d t
$$

We now consider its partial derivatives in space. We have

$$
\frac{\partial C_{\rho, F}(a, b)}{\partial b}=-\frac{1}{a^{d}} \widetilde{C}_{\rho, F}(a, b)
$$

where we adopted the following notations

$$
\begin{gathered}
\frac{1}{a^{d}}=\left(\frac{1}{a^{d_{1}}}, \frac{1}{a^{d_{2}}}, \ldots, \frac{1}{a^{d_{m}}}\right) \in \mathbb{R}_{+}^{m}, \\
\widetilde{C}_{\rho, F}(a, b)=\left(\widetilde{C}_{\rho, F}^{1}(a, b), \widetilde{C}_{\rho, F}^{2}(a, b), \ldots, \widetilde{C}_{\rho, F}^{m}(a, b)\right)
\end{gathered}
$$

and where for $i=1,2, \ldots, m, \widetilde{C}_{\rho, F}^{i}(a, b)$ is the wavelet transform of $F$ relatively to $\frac{\partial \varphi^{d}}{\partial x_{i}}$. Similarly the derivation according to the scale $a$ gives

$$
\frac{\partial C_{\rho, F}(a, b)}{\partial a}=-\frac{D}{a} C_{\rho, F}(a, b)-\frac{1}{a} \widehat{C}_{\rho, F}(a, b)
$$

where

$$
\widehat{C}_{\rho, F}(a, b)=\frac{1}{a^{D}} \int F(t)<\tilde{A}_{a}(t-b), \nabla \varphi^{d}\left(A_{a}^{-1}(t-b)\right)>d t
$$

and

$$
\tilde{A}_{a}=\operatorname{diag}\left(\frac{d_{1}}{a^{d_{1}}}, \frac{d_{2}}{a^{d_{2}}}, \ldots, \frac{d_{m}}{a^{d_{m}}}\right)
$$

Let now, $A_{j}=\left[2^{-j-1}, 2^{-j}\right], i \in B_{j}$ be such that $\left|C_{\rho, F}(a, b)\right| \geq C\left|\lambda_{i}\right|$ and denote

$$
\Gamma_{j}(p)=\int_{A_{j} \times \mathbb{R}^{m}}\left|C_{\rho, F}(a, b)\right|^{p} d a d b
$$

We have on one hand

$$
\begin{aligned}
\Gamma_{j}(p) & \geq C \sum_{i \in B_{j}} \int_{A_{j} \times \Omega_{i}}\left|C_{\rho, F}(a, b)\right|^{p} d a d b \\
& \geq C \sum_{i \in B_{j}}\left|\lambda_{i}\right|^{p} 2^{-j} 2^{-D j}
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
\Gamma_{j}(p) & \leq C \sum_{i \in B_{j}} \int_{A_{j} \times \Omega_{i}}\left|C_{\rho, F}(a, b)\right|^{p} d a d b \\
& +C \sum_{i \notin B_{j}} \int_{A_{j} \times \Omega_{i}}\left|C_{\rho, F}(a, b)\right|^{p} d a d b
\end{aligned}
$$

The first right hand side term in the last inequality above is bounded by

$$
C \sum_{i \in B_{j}}\left|\lambda_{i}\right|^{p} 2^{-j} 2^{-D j} .
$$

It remains to estimate the second term which will be denoted by

$$
X_{j}(p)=X_{j}^{1}(p)+X_{j}^{2}(p)
$$

where

$$
X_{j}^{1}(p)=\sum_{i, \mu_{i}<2^{-j}} \int_{A_{j} \times \Omega_{i}}\left|C_{\rho, F}(a, b)\right|^{p} d a d b
$$

and

$$
X_{j}^{2}(p)=\sum_{i, \mu_{i} \geq 22^{-j}} \int_{A_{j} \times \Omega_{i}}\left|C_{\rho, F}(a, b)\right|^{p} d a d b
$$

We have

$$
X_{j}^{1}(p) \leq C \sum_{n \geq j+1} \sum_{i \in B_{n}}\left|\lambda_{i}\right|^{p} 2^{-n} 2^{-D n}
$$

and

$$
X_{j}^{2}(p) \leq C \sum_{n \leq j-1} \sum_{i \in B_{n}}\left|\lambda_{i}\right|^{p} 2^{-n} 2^{-D n}
$$

Now recall that $C_{\rho}\left(p, \varphi_{\rho}(p)\right)=0$ which means that for $n$ large enough

$$
\sum_{|i|=n}\left|\lambda_{i}\right|^{p} \rho\left(\Omega_{i}\right)^{-\varphi_{\rho}(p)}=e^{o(1 / n)}
$$

As a consequence,

$$
\begin{aligned}
X_{j}^{1}(p) & \leq C \sum_{n \geq j+1} 2^{-n} n e^{o(1 / n)} 2^{-n\left(D+\varphi_{\rho}(p)\right)} \\
& \leq C j 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
X_{j}^{2}(p) & \leq C \sum_{n \geq j+1} 2^{-n} e^{o(1 / n)} 2^{-n\left(D+\varphi_{\rho}(p)\right)} \\
& \leq C 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)}
\end{aligned}
$$

Hence,

$$
X_{j}(p) \leq C j 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)}
$$

On the other side, there exists constants $C_{1}, C_{2}>0$ such that for $j$ large

$$
C_{1} e^{o(1 / j)} \leq \sum_{i \in B_{j}}\left|\lambda_{i}\right|^{p} \rho\left(\Omega_{i}\right)^{-\varphi_{\rho}(p)} \leq C_{2} j e^{o(1 / j)}
$$

So that

$$
C_{1} 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)} \leq \sum_{i \in B_{j}}\left|\lambda_{i}\right|^{p} 2^{-j} 2^{-D j} \leq C_{2} j 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)}
$$

From all these estimates we conclude that

$$
C 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)} \leq \Gamma_{j}(p) \leq C^{\prime} j 2^{-j} e^{o(1 / j)} 2^{-j\left(D+\varphi_{\rho}(p)\right)}
$$

As a result

$$
\limsup _{a \rightarrow 0} a^{-\left(D+\varphi_{\rho}(p)\right)} e^{o(1 / \log a)} \int_{\mathbb{R}^{m}}\left|C_{\rho, F}(a, b)\right|^{p} d b \geq C>0
$$

and

$$
\limsup _{a \rightarrow 0} a^{-\left(D+\varphi_{\rho}(p)\right)} \frac{e^{o(1 / \log a)}}{\log a} \int_{\mathbb{R}^{m}}\left|C_{\rho, F}(a, b)\right|^{p} d b \leq C^{\prime}<+\infty
$$

Hence,

$$
\eta_{\rho}(p)=D+\varphi_{\rho}(p) .
$$

## 7 Appendix A: Proof of Proposition 2[12]

Consider $i^{0} \in B_{J}(x)$ such that $\Lambda_{J}(x)$ is reached. Let $a_{n}, b_{n}$ as in assumption (2.4) and take $b=T_{i^{0}}\left(b_{n}\right)$ and $a=a_{n} \mu_{i^{0}}^{D}$. So the condition $\rho(b-x) \leq C a$ is immediate. Let us prove the rest of the Proposition. Denote

$$
r_{i}=\frac{a}{\mu_{i}} \quad \text { and } \quad \chi_{i}=T_{i}^{-1}(b)
$$

Using the Littlewood decomposition of $F$ in Lemma 3, we obtain

$$
\begin{aligned}
C_{\rho, F}(a, b) & =\sum_{j=0}^{J-1} \sum_{i \in B_{j}} \lambda_{i} \int_{\Omega_{i}} g(t) \varphi_{r_{i}, \chi_{i}}^{d}(t) d t \\
& +\sum_{i \in B_{J}, i \neq i^{0}} \lambda_{i} \int_{\Omega_{i}} F_{J}(t) \varphi_{r_{i}, \chi_{i}}^{d}(t) d t \\
& +\lambda_{i^{0}} \int_{\Omega_{i 0}} F_{J}(t) \varphi_{r_{i} 0, \chi_{i} 0}^{d}(t) d t .
\end{aligned}
$$

Denote the terms in the right hand side by $X, Y$ and $Z$ respectively. We have the following estimates.

$$
\begin{aligned}
|Z| & =\left|\lambda_{i^{0}}\right|\left|C_{\rho, F_{J}}\left(r_{i^{0}}, \chi_{i^{0}}\right)\right| \\
& \geq\left|\lambda_{i^{0}}\right| C_{n} a_{n}^{k} \\
& \geq\left|\lambda_{i^{0}}\right| C_{n}\left(\frac{a}{\mu_{i^{0}}}\right)^{k} .
\end{aligned}
$$

Now, from the fact that $i^{0} \in B_{J}(x), 2^{-J} \leq \mu_{i}{ }^{0} \leq 22^{-J}$. With the fact that $a \sim 2^{-J}$ we obtain $\frac{a}{\mu_{i^{0}}} \sim C t e \geq \frac{1}{2}$. Hence,

$$
\begin{equation*}
|Z| \geq \frac{C_{n}}{2} \Lambda_{J}(x) \tag{7.1}
\end{equation*}
$$

We now estimate the term $X$. Consider the Taylor expansion of $g$ at the order $k-1$. For $0 \leq j \leq J-1$ and $i \in B_{j}$ we have

$$
\begin{aligned}
\left|C_{\rho, g}\left(r_{i}, \chi_{i}\right)\right| & =\left|\int\left[g(t)-P_{k-1}\left(t-\chi_{i}\right)\right] \varphi_{r_{i}, \chi_{i}}^{d}(t)\right| d t \\
& \leq C \sum_{|\sigma|=k} \int \rho\left(t-\chi_{i}\right)^{d(\sigma)}\left|\varphi_{r_{i}, \chi_{i}}^{d}(t)\right| d t \\
& \leq C \sum_{|\sigma|=k} r_{i}^{d(\sigma)} \int \rho(t)^{d(\sigma)}\left|\varphi^{d}(t)\right| d t \\
& \leq C \sum_{|\sigma|=k} 2^{-J d(\sigma)} 2^{j d(\sigma)}
\end{aligned}
$$

As a consequence,

$$
\begin{equation*}
|X| \leq C \Lambda_{J}(x) \tag{7.2}
\end{equation*}
$$

Finally, the term $Y$ is bounded by

$$
C \sum_{i \in B_{J}, i \neq i^{0}}\left|\lambda_{i}\right| \int\left|\varphi_{r_{i}, \chi_{i}}^{d}(t)\right| d t
$$

Hence,

$$
\begin{equation*}
|Y| \leq C \Lambda_{J}(x) \tag{7.3}
\end{equation*}
$$

It results from estimates (7.1), (7.2) and (7.3) for $n$ large enough that

$$
C_{\rho, F}(a, b) \geq C \Lambda_{J}(x)
$$

## 8 Appendix B

Recall that the homogeneous norm was defined on $\mathbb{R}^{m}$ by

$$
\rho(x)=\left\{\begin{array}{cl}
r(x) & , \quad x \neq 0 \\
0 & , \quad x=0
\end{array}\right.
$$

where $r(x)$ is the unique value of $r$ such that $\varphi_{x}(r)=1$. The following result gives some basic properties of $\rho$.

Lemma 5. There exists positive constants $C_{1}, C_{2}$ and $C_{3}$ such that

$$
\begin{gathered}
C_{1}\|x\| \leq \rho(x) \leq C_{2}\|x\|^{1 / d_{m}} \quad \text { whenever } \quad \rho(x) \leq 1 \\
C_{1}^{1 / d_{m}}\|x\|^{1 / d_{m}} \leq \rho(x) \leq C_{2}^{d_{m}}\|x\| \quad \text { whenever } \quad \rho(x) \geq 1 \\
\rho(x+y) \leq C_{3}(\rho(x)+\rho(y)) \quad \forall x, y
\end{gathered}
$$

The following Theorem is an homogeneous version of Taylor's expansion.

Theorem 5. Let $\Delta$ be the additive semi-group of $\mathbb{R}$ generated by $0, d_{1}, \ldots, d_{m}$. Let $\delta \in \Delta$ positive and $k=[\delta]$. Let $F$ be a $\mathcal{C}^{k+1}$ function on $\mathbb{R}^{m}$. There exists constants $C_{1}$ and $C_{2}$ (depending eventually on $\delta$ and $F$ ) such that

$$
\left|F(x+y)-P_{x}(y)\right| \leq C_{1} \sum_{|\sigma|=k+1, d(\sigma)>\delta} \rho(y)^{d(\sigma)} \sup _{\rho(h) \leq C_{2}^{k+1} \rho(y)}\left|\partial^{\sigma} F(x+h)\right| .
$$

where $P_{x}$ is the homogeneous Taylor polynomial of order $k$ of $F$ at $x$.
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