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Abstract—Molodtsov first proposed the soft set theory, which can be used as a general mathematical tool for dealing with fuzzy and uncertain information. As a generalization of soft set, interval-valued intuitionistic fuzzy soft set is another soft set structure, it is a combination of an interval-valued intuitionistic fuzzy set and a soft set. The objective of this paper is to study the decision making based on interval-valued intuitionistic fuzzy soft sets, the optimal choice is needed to choose the best performance of the objects. In [1] Zhang introduces the level soft sets, it can get the choice value of objects, in the present paper, we introduce the distance to evaluate the objects, the numerical example shows that the criteria is reasonable in objects selection on interval-valued intuitionistic fuzzy soft set.
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I. INTRODUCTION

The soft set theory, originally proposed by Molodtsov [2], can be deemed as a general mathematical tool to deal with uncertainty, imprecision and fuzziness in information system[3]. Soft set theory has been successfully applied in many fields such as data analysis, functions smoothness, forecasting, game theory, theory of measurement and so on. In recent years, soft set theory has attracted considerable attention [4-8]. By integrating soft set theory with other classical mathematical models, a lot of extensions of soft set model have also been made [9-11], this includes fuzzy soft sets, generalized fuzzy soft sets [12], interval-valued fuzzy soft sets, vague soft sets[13], and intuitionistic fuzzy soft sets. At the same time, some approaches of decision making to these extended fuzzy soft sets have also been developed. Level soft sets was first introduced by Feng et al. [14] to present an adjustable approach to fuzzy soft set based decision making. Jiang et al. [15] generalized the adjustable approach to fuzzy soft sets based decision making by converting the data into a classical soft set, provided an adjustable approach to intuitionistic fuzzy soft sets based decision making.

As a generalization of Zadeh’s fuzzy sets, Zadeh’s interval-valued fuzzy sets and Atanassov’s intuitionistic fuzzy sets, the concept of an interval-valued intuitionistic fuzzy set was proposed for the first time by Atanassov and Gargov. Compared to fuzzy sets, interval-valued fuzzy sets and intuitionistic fuzzy sets, an interval-valued intuitionistic fuzzy set has a membership degree and a non-membership degree to which an element belongs to a set, and both membership degree and non-membership degree are denoted by interval numbers of the unit interval [0, 1]. Hence, it is more flexible and effective for interval-valued intuitionistic fuzzy sets to deal with imperfect and imprecise information. By introducing the interval-valued intuitionistic fuzzy sets into soft sets, Jiang et al. [16] defined a concept of interval-valued intuitionistic fuzzy soft set and defined some operations on the interval-valued intuitionistic fuzzy soft sets and investigated some basic properties. In paper [1], Zhang investigated the decision making based on interval-valued intuitionistic fuzzy soft sets. An adjustable approach was presented to interval-valued intuitionistic fuzzy soft sets based decision making by mean of level soft sets of interval-valued intuitionistic fuzzy soft sets, the threshold was the medium value, the value is imposed in advance with less regard to the raw data itself. The aim of the present paper is to get the choice value with the distance function, the choice value is directly derived from the data, no human intervene is involved, the novelty of the present paper is that it uses the distance function which can different objects efficiently, and every process is manipulated only by raw data.

The rest of this paper is arranged as follows. Section 2 briefly recalls some background knowledge. Section 3 introduces the distance function which can measure the distance between two objects. Section 4 gives an illustrative example to verify our methods. Finally, Section 5 ends this paper with some concluding remarks.

II. PRELIMINARIES

In the present section we will briefly recall some basic
definitions and background knowledge of intuitionistic fuzzy soft sets

**Definition 2.1.**[1] The mapping \( H : U \to L \) is called an interval-valued intuitionistic fuzzy set on \( U \). The interval-valued intuitionistic fuzzy set \( H \) can also be denoted by

\[
H = \{(x, [\mu_L(x), \mu_U(x)], [v_L(x), v_U(x)]) | x \in U\}
\]

Where \( \mu_L(x) = [\mu_L, \mu_U] \) and \( \mu_U(x) = [\mu_U, \mu_L] \) satisfy \( 0 \leq \mu_L(x) + v_U(x) \leq 1 \) for all \( x \in U \), and are, respectively, called the degree of membership and the degree of non-membership of the element \( x \in U \). Let \( LVIF(U) \) denote the family of all interval-valued intuitionistic fuzzy sets on \( U \).

**Example 2.1.** Let the universe \( U = \{x_1, x_2, x_3\} \) and \( H = \{x_1, [0.35, 0.6], [0.2, 0.35]\} = \{(x_1, [0.2, 0.3], [0.5, 0.65]), (x_2, [0.8, 0.9], [0.05, 0.07])\} \) Then, by Definition 2.1, it is easy to see that \( H \) is an interval-valued intuitionistic fuzzy set on \( U \).

By combining the concept of interval-valued intuitionistic fuzzy sets with the theory of soft sets, Jia et al. [16] put forward the concept of interval-valued intuitionistic fuzzy soft sets as follows.

**Definition 2.2.**[1] Let \( U \) be an universal universe and \( A \subseteq E \) be a set of parameters, a pair \( (\tilde{F}, A) \) is called an interval-valued intuitionistic fuzzy soft set over \( U \), where \( \tilde{F} \) is a mapping given by

\[
\tilde{F} : A \to LVIF(U).
\]

In the above definition, interval-valued intuitionistic fuzzy subsets in the universe \( U \) are replaced as the crisp subsets of \( U \), the following example will illustrate the concept.

**Example 2.2.**[1] Let universe \( U = \{h_1, h_2, h_3, h_4, h_5, h_6\} \) be a set of houses, \( A = \{e_1, e_2, e_3, e_4, e_5\} \) be a set of parameters \( e_1 \) stands for "expensive", \( e_2 \) stands for "beautiful", \( e_3 \) stands for "wooden", \( e_4 \) stands for "in green surroundings", \( e_5 \) stands for "convenient traffic". Suppose that Mr. X wants to buy the house which qualifies with the attributes in \( A \) to the utmost extent. which one would he select?

Intuitionistic fuzzy set is characterized by a membership function and a nonmembership function, and thus can describe the fuzzy character of data more elaborately than Zadeh’s fuzzy set which is characterized only by a membership function. For example, the characteristics of the house \( h_1 \) under the parameter \( e_1 \) is \((0.7, 0.1)\). The values of 0.7 and 0.1 are the degrees of membership and non-membership of the house \( h_1 \) with the parameter \( e_1 \), respectively. That is, house \( h_1 \) is expensive on the membership degree of 0.7 and it is not expensive on the non-membership degree of 0.1. In many cases, it is hard to choose the crisp membership degrees and non-membership degrees of elements in an intuitionistic fuzzy set. Therefore, it is more rational to represent as an degree of membership interval-valued and an interval-valued degree of non-membership to each element of the universe. Thus, the characteristics of the six houses with respect to the five parameters are represented by the interval-valued intuitionistic fuzzy sets \( (\tilde{F}, A) \) as follows.

\[
\tilde{F}(e_1) = \{(h_1, [0.7, 0.8], [0.1, 0.2]), (h_2, [0.2, 0.3], [0.5, 0.6]), (h_3, [0.3, 0.6], [0.2, 0.3]), (h_4, [0.2, 0.3], [0.5, 0.6]), (h_5, [0.8, 0.9], [0.0, 0.1]), (h_6, [0.0, 0.1], [0.6, 0.7])\}.
\]

\[
\tilde{F}(e_2) = \{(h_1, [0.6, 0.7], [0.2, 0.3]), (h_2, [0.6, 0.8], [0.1, 0.1]), (h_3, [0.2, 0.3], [0.4, 0.6]), (h_4, [0.1, 0.1], [0.7, 0.8]), (h_5, [0.2, 0.5], [0.3, 0.4]), (h_6, [0.9, 1.0], [0.0, 0.0])\}.
\]

\[
\tilde{F}(e_3) = \{(h_1, [0.1, 0.2], [0.5, 0.7]), (h_2, [0.3, 0.4], [0.4, 0.5]), (h_3, [0.4, 0.6], [0.2, 0.4]), (h_4, [0.2, 0.3], [0.6, 0.6]), (h_5, [0.1, 0.4], [0.2, 0.5]), (h_6, [0.7, 0.8], [0.1, 0.1])\}.
\]

\[
\tilde{F}(e_4) = \{(h_1, [0.4, 0.6], [0.0, 0.1]), (h_2, [0.3, 0.4], [0.5, 0.5]), (h_3, [0.2, 0.3], [0.5, 0.6]), (h_4, [0.3, 0.3], [0.4, 0.4]), (h_5, [0.6, 0.7], [0.2, 0.3]), (h_6, [0.1, 0.2], [0.6, 0.6])\}.
\]

<table>
<thead>
<tr>
<th>( U )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_3 )</th>
<th>( e_4 )</th>
<th>( e_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_1 )</td>
<td>([0.7,0.8],[0.1,0.2])</td>
<td>([0.6,0.7],[0.2,0.3])</td>
<td>([0.1,0.2],[0.5,0.7])</td>
<td>([0.2,0.3],[0.5,0.6])</td>
<td>([0.3,0.4],[0.4,0.5])</td>
</tr>
<tr>
<td>( h_2 )</td>
<td>([0.2,0.3],[0.5,0.6])</td>
<td>([0.6,0.8],[0.1,0.1])</td>
<td>([0.3,0.4],[0.4,0.5])</td>
<td>([0.2,0.3],[0.6,0.6])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
</tr>
<tr>
<td>( h_3 )</td>
<td>([0.3,0.4],[0.5,0.6])</td>
<td>([0.2,0.3],[0.4,0.6])</td>
<td>([0.4,0.6],[0.2,0.4])</td>
<td>([0.2,0.3],[0.6,0.6])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
</tr>
<tr>
<td>( h_4 )</td>
<td>([0.2,0.3],[0.5,0.6])</td>
<td>([0.1,0.1],[0.7,0.8])</td>
<td>([0.2,0.3],[0.3,0.4])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
</tr>
<tr>
<td>( h_5 )</td>
<td>([0.8,0.9],[0.0,0.1])</td>
<td>([0.2,0.3],[0.3,0.4])</td>
<td>([0.2,0.3],[0.3,0.4])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
</tr>
<tr>
<td>( h_6 )</td>
<td>([0.0,0.1],[0.6,0.7])</td>
<td>([0.9,1.0],[0.0,0.0])</td>
<td>([0.7,0.8],[0.1,0.1])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
<td>([0.1,0.2],[0.6,0.5])</td>
</tr>
</tbody>
</table>

**III. Proposed Approach**

The entries of the objects are all “1” in the table, but all the importance of attributes are not equal, for a given data set, the weights of attributes are not always given in advance, it is reasonable to derive them from the concrete dataset, in the present paper, we first derive the weights from the data by Kong’s method, then we transform the dataset with the weights, then again with Kong’s method, we get the final choice value.

Suppose \( U = \{h_1, h_2, \ldots, h_n\} \), \( E = \{e_1, e_2, \ldots, e_m\} \), \((F, E)\) is a soft set with tabular representation. Define

\[
f_x(h_i) = \sum \{h_i\}
\]
As the choice value, where $h_{ij}$ are the entries in soft set table.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$h_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$h_3$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$h_4$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

In the above table, the choice values are computed as $f_3(h_3) = 3; f_3(h_4) = 2; f_3(h_1) = 3; f_3(h_2) = 2$.

In the present paper, we used the distance function to evaluate the choice values.

Let $U = x_1, x_2, L, x_n$ be an initial universe and $E = \{e_1, e_2, L, e_n\}$ be a set of parameters, $(\tilde{F}, A)$ is an interval-valued intuitionistic fuzzy soft set over $U$, and its matrix form is

$$\begin{pmatrix}
\alpha_{11} & \alpha_{12} & L & \alpha_{1n} \\
\alpha_{21} & \alpha_{22} & L & \alpha_{2n} \\
M & M & M & L
\end{pmatrix}$$

Where $\tilde{F}(e_j) = \{\alpha_{ij}, \tilde{\alpha}_{ij}, L, \alpha_{mn}\}, j = 1, 2, L, m$.

$\alpha_y = \{\mu^y(x_j), \nu^y(x_j)\}, i = 1, 2, L, m$.

Xu [17] defined the distance between $\alpha_y$ and $\alpha_a$ as

$$d(\alpha_y, \alpha_a) = \frac{1}{4}(|\mu^y(x_j) - \mu^a(x_j)| + |\nu^y(x_j) - \nu^a(x_j)|)$$

The distance between $h_1$ and $h_2$ is

$$D(h_1, h_2) = \sum_{j=1}^n d(\alpha_y, \alpha_a)$$

The function has the following properties;

1. $0 \leq D(h_1, h_2) \leq 1$; especially $D(h_1, h_1) = 0$;
2. $D(h_1, h_2) = D(h_2, h_1)$;
3. $D(h_1, h_2) \leq D(h_1, h_3) + D(h_3, h_2)$;

The distance are used to differentiate the alternatives, furthermore, Xu [17] introduced the deviation between one alternative with respect to all the other attributes, as we know that if one object is special and can differentiate itself from all the other objects, then the corresponding deviation ought to be the largest, based on this perspective, we define the derivation as the score function, that is, the choice value.

$$S(h_j) = \sum_{j=1}^n D(h_i, h_j)$$

is the choice value of objects $h_i$.

### IV. SIMULATION

Now we consider the choice value of objects in Example 2.2, the distance of objects are listed in matrix $D$, the deviation is computed as:

$$S(h_1) = \sum_{j=1}^n D(h_i, h_j) = (0 + 5.7 + 5.7 + 3.9 + 6.6) / 4 = 6.85$$

$$S(h_2) = \sum_{j=1}^n D(h_i, h_j) = (5.7 + 5.0 + 5.2 + 5.0 + 5.5) / 4 = 6.6$$

$$D = (D(i, j))_{10} = \frac{1}{4} \begin{pmatrix}
0 & 5.7 & 5.7 & 3.9 & 6.6 \\
5.7 & 0 & 5.0 & 5.2 & 5.0 \\
5.2 & 4.6 & 0 & 5.6 & 6.9 \\
3.9 & 5.0 & 3.4 & 5.6 & 0 \\
6.6 & 5.5 & 6.9 & 6.9 & 8.1
\end{pmatrix}$$

$$S(h_3) = \sum_{j=1}^n D(h_i, h_j) = (5.5 + 5.0 + 4.6 + 3.4 + 6.9) / 4 = 6.35$$

$$S(h_4) = \sum_{j=1}^n D(h_i, h_j) = (3.9 + 5.0 + 3.4 + 5.6 + 0 + 8.1) / 4 = 6.5$$

$$S(h_5) = \sum_{j=1}^n D(h_i, h_j) = (6.6 + 5.5 + 6.9 + 6.9 + 8.1 + 0) / 4 = 8.5$$

The order of the choice value is

$$S(h_5) > S(h_1) > S(h_2) > S(h_3) > S(h_4)$$

Thus, $h_5$ is the optimal choice object, $h_4$ is the suboptimal choice object. According to [1], with the level set approach, Zhang got the maximal optimal choice value is $h_i = \max_{j=1,2,3,4} h_j$, it coincides with our proposed approach.

Many distance functions can be used to define the choice value, for instance, when we replace the above function with the Euclidean distance, then the order of the choice value is

$$S(h_1) > S(h_2) > S(h_3) > S(h_4) > S(h_5)$$

$h_1$ is the optimal choice object, $h_4$ is the suboptimal choice object. Now we use the deviation as the weights of objects, by implanting the OWA operators [17], we get the Score functions, we follow the steps as follows 1. Transform the data with the deviations of objects.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>0.114</td>
<td>0.130</td>
</tr>
<tr>
<td>$h_2$</td>
<td>0.032</td>
<td>0.048</td>
</tr>
<tr>
<td>$h_3$</td>
<td>0.043</td>
<td>0.088</td>
</tr>
<tr>
<td>$h_4$</td>
<td>0.055</td>
<td>0.052</td>
</tr>
<tr>
<td>$h_5$</td>
<td>0.060</td>
<td>0.020</td>
</tr>
</tbody>
</table>

$e_4$

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_5$</th>
<th>$e_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>0.016</td>
<td>0.033</td>
</tr>
<tr>
<td>$h_2$</td>
<td>0.048</td>
<td>0.064</td>
</tr>
<tr>
<td>$h_3$</td>
<td>0.059</td>
<td>0.088</td>
</tr>
<tr>
<td>$h_4$</td>
<td>0.016</td>
<td>0.063</td>
</tr>
<tr>
<td>$h_5$</td>
<td>0.042</td>
<td>0.162</td>
</tr>
</tbody>
</table>

$e_6$

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_7$</th>
<th>$e_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>0.033</td>
<td>0.049</td>
</tr>
<tr>
<td>$h_2$</td>
<td>0.082</td>
<td>0.098</td>
</tr>
<tr>
<td>$h_3$</td>
<td>0.044</td>
<td>0.073</td>
</tr>
<tr>
<td>$h_4$</td>
<td>0.086</td>
<td>0.086</td>
</tr>
<tr>
<td>$h_5$</td>
<td>0.047</td>
<td>0.047</td>
</tr>
</tbody>
</table>
2. Let weights \( w = [0.2, 0.2, 0.2, 0.2, 0.2] \) by the IIFWA operator (Interval-valued Intuitionistic Fuzzy Weights Average Aggregator).

\[
\begin{align*}
IIFWA_1(a_{i1}, a_{i2}, a_{i3}, a_{i4}, a_{i5}) &= ([0.0658, 0.0854], [0.0000, 0.0492]) \\
IIFWA_2(a_{i1}, a_{i2}, a_{i3}, a_{i4}, a_{i5}) &= ([0.0483, 0.0870], [0.0000, 0.0435]) \\
IIFWA_3(a_{i1}, a_{i2}, a_{i3}, a_{i4}, a_{i5}) &= ([0.0411, 0.0676], [0.0041, 0.0680]) \\
IIFWA_4(a_{i1}, a_{i2}, a_{i3}, a_{i4}, a_{i5}) &= ([0.0539, 0.0787], [0.0000, 0.0467]) \\
IIFWA_5(a_{i1}, a_{i2}, a_{i3}, a_{i4}, a_{i5}) &= ([0.0997, 0.1201], [0.0000, 0.0000]) \\
\end{align*}
\]

The scores are computed as

\[
S(h_i) = \frac{1}{2} \left( 0.0658 + 0.0854 - 0.0000 - 0.0492 \right) = -0.0225
\]

\[
S(h_i) = \frac{1}{2} \left( 0.0483 + 0.0870 - 0.0000 - 0.0435 \right) = -0.0038
\]

\[
S(h_i) = \frac{1}{2} \left( 0.0411 + 0.0676 - 0.0481 - 0.0680 \right) = 0.0429
\]

\[
S(h_i) = \frac{1}{2} \left( 0.0521 + 0.0625 - 0.0718 - 0.0879 \right) = 0.0549
\]

\[
S(h_i) = \frac{1}{2} \left( 0.0539 + 0.0787 - 0.0000 - 0.0467 \right) = 0.0510
\]

\[
S(h_i) = \frac{1}{2} \left( 0.0997 + 0.1201 - 0.0000 - 0.0000 \right) = 0.1099
\]

Then the order of the score is

\[
S(h_5) > S(h_4) > S(h_2) > S(h_1) > S(h_3).
\]

\( h_5 \) is the optimal choice object, \( h_3 \) is the suboptimal choice object.

V. CONCLUSION

In this paper, we propose a distance based approach which acts as the choice values in decision making in interval-valued intuitionistic fuzzy sets, in the practical example, we know that the proposed approach is feasible and effective. The future effort ought to exert on the investigation in other decision making fields such as fuzzy soft set theory, vague set theory and other fuzzy objects theory.
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