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Abstract
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1 Introduction
A random variable X is said to have extended type Il generalized logistic distribution if its
probability density function (pdf) is of the form

ae—ax

fg=—2°2
(X) (1+ e—X)OH-].

—o<X<w, a>0 (1.2)

and the corresponding survival function is

e—OCX

IE(X)=—, —o<X<o, a>0 1.2)
L+e )%
where
F(x)=1-F(x).

For more details on this distribution and its application one may refer to Balakrishnan and
Leung [4].

The logistic distribution plays an important role in growth curve have made it one of the
many important statistical distributions. The shape of the logistic distribution that is similar to
that'ef the normal distribution makes, it simpler andialso profitable on suitable occasions to
replace the'normal by the'logistic distribution with*negligible errors in the respective theories.

Kamps [6] introduced and extensively studied the generalized order statistics (gos) . The

order statistics, sequential order statistics, Stigler’s order statistics, record values are special

cases of gos . Suppose X(1,n,m,k),...,X(n,n,mKk) are n gos from an absolutely
continuous distribution function (df) F(x) with the corresponding pdf f(x). Their joint
pdf is
n-1 n-1 0 1
KITT7j || TTER-F )™ f (%) |- F )] f (Xp) (1.3)
j=1 i=1

for F10+)<x <Xp<...<Xy >F (1), m>-1, y, =k + (n—-r)(m+1)>0,

r=12,...,n-1, k>1 and n is a positive integer.

Choosing the parameters appropriately, models such as ordinary order statistics
(yi=n-i+1l; i=12,...,n, i.e. mp=my=...=m_; =0, k=1), k—th record values

(yi=k ie. m=my=...=m,3 =-1 keN), sequential order statistics (y; =(n—i+1)¢;;
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a,05,...,an >0), order statistics with non-integral sample size (yj=a—-i+1; a>0),
Pfeifer’s record values (yj = fSi; f1.52..-.. B >0) and progressive type Il censored order

statistics (mj € N, k e N)are obtained (Kamps [6], Kamps and Cramer [7]).

The marginal pdf of r—th gos, X(r,n,m,k),is

fx (rin.m.k) (X) = %{E(x)}yr‘l f(X) g - (F (X)) (1.4)

and the joint pdf of X(r,n,m,k)and X(s,n,mk), 1<r<s<n,is

Csa [l m r-1
fx (r,n,m,k), X (s,n,m,k) (x,y) = r _1)!(2 T _1)![F(X)] f(X)am~ (F(x))
[ (FOY) —hy (FONIEHFWI T (y), x<y, (1.5)
where
Cri=IIn,
i=1
— AE )™ ameetl
hm(X) . m+1
—log(1-x) ,m=-1
and

Om () =hm () =hn(0),  x<[0.1).

Recurrence relations are interesting in their own right. They are useful in reducing the number
of operations necessary to obtain a general form for the function under consideration.
Furthermore, they are used in characterizing distributions, which in important area, permitting
the identification of population distribution from the properties of the sample.

Ahsanullah and Ragab [1], Ragab and Ahsanullah [14, 15] have established recurrence
relations for moment generating functions of record values from Pareto and Gumble, power

function and extreme value distributions.

Recurrence relations for marginal and joint moment generating functions of gos from power

function distribution and Erlang-truncated exponential distribution are derived by Saran and

Pandey [16] and Kulshrestha et al. [8] respectively. Saran and Pandey [17] and Kumar [10,

11, 12] have established recurrence relations for marginal and joint moment generating

functions of lower generalized order statistics from power function, generalized logistic,
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Marshall-Olkin extended logistic and extended type | generalized logistic distribution
respectively. Al-Hussaini et al. [2, 3] have established recurrence relations for conditional and

joint moment generating functions of gos based on mixed population, respectively. Kumar

[9] have established explicit expressions and some recurrence relations for moment
generating function of record values from generalized logistic distribution.

In the present study, we establish exact expressions and some recurrence relations for

marginal and joint moment generating functions of gos from extended type Il

generalized logistic distribution. Results for order statistics and record values are

deduced as special cases.

2. Relations for marginal moment generating function

Note that for extended type Il generalized logistic distribution defined in (1.1)
aF(X)=1+e *)f(x). (2.1)

The relation in (2.1) will be exploited in this paper to derive exact expressions and some

recufrrencegtelationssfergthesmementygenerating functionmef, gosafromathegextended stypegll

generalized legistic distribution.

Let us\denote the marginal mament generating functions oft X (r,n,m,k) by M X (r,nymgk) (0

and its j - th derivative by M ) | (0).

We shall first establish some basic results which may be helpful in proving the main result.

Lemma 2.1: For the extended type Il generalized logistic distribution as given in (1.1) and

any non-negative and finite integers a and b

1(a,0) =aB(a(a+1) -t, t+1) (2.2)
where
I(a,b) = .[ietx[lf(x)]a f(x) g2 (F(x)) dx. (2.3)

Proof: From (2.3), we have

1(@,0) = [~ _e[F(x)]? f (x)dx. (2.4)
Making the substitution z = [I?(x)]““ , (2.4) reduces to

1(a0) = afy (1-2) ' 22@ Dy,

and hence the result given in (2.2).
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Lemma 2.2: Let I(a,b) be as given in (2.3), where a>0 and b>0 are integers. If

m=-1
b b
I(a,b) = = (—1)“[ jl(a+u(m +1),0) (2.5)
(m+1) u=0 u
S— z( 7)Y (JB(a(a+(m+1)u+1)—t,t+1),t;tO, (2.6)
(m+1) u=0
if m=-1
8b
I(a,b)=(—1)bab+1—bB(v,t+1), 2.7)

14

where v =a(a+1)—t >0 and B(a,b), a,b >0 is the beta function.

b
Proof: On expanding g%(F(x))={ﬁ{1—(|f(x))m+l}} binomially in (2.3), we get
J’_

when m=-1

1(@,b)= z( 7)Y ( jjjowetx[ﬁ(x)]““(m“) f (x)'dx

+1)b

Z( 1) ( Jl(a+u(m+1)0)

(m+1)b

Making use of Lemma 2.1, we establish the result given in (2.6).

When m = -1 we have that

I(a,b)= [ e*[F (1% f (x) [~ log F (x)]° dx.. (2.8)
By substitution z =[F ()%, (2.8), we get

I(a,b) = abﬂ.fé 1-2) 22D jog71° 0z

— (_1)bab+1jé(l_ Z) t Z(Z(aJrl)—t—l[Iog Z]b dZ )

Using the following results

5(B-1) n
Q) Iy (p° = x*) e Mog "= P aan{p“B(ﬁ%ﬂ, p.&, @ >0
(24
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. k
p L@ zl ( 1}[1//“‘”1)@)—w“‘k‘l>(a+b)]—a .
ob" k=0 ob

where B(a,b) , a,b>0 is the beta function y/(k)(x) is the k- th derivative of

dlogT'(x) T'(x)
dx  I(x)’

w(X)= x#0,-1,—2,... which is a digamma function. The result given

in (2.7) is proved, in view of result (a).

Theorem 2.1: For extended type 11 generalized logistic distribution as given in (1.1) and for

1<r<n,k=12,..., m#-1

C
Mx(enmio ® =2 0 =17 =D (2.9)
@Cr 1 ( jB t+1 2.10
(r_)'(m+1) 1 Z( ) (@yr—y, t+1), ( )
if m=-1
Mx(rn_k)(t)—(kr) |(k 1r~ 1) (211)
k)" (-1 Gl B(ak 1
- ) —t, t+1), 2.12
(ak) ( TR (a +1) (2.12)

where I(y, —1r-1), I(k-1r-1) are as defined in (2.3). Using the result (b) recursively,

we can obtain the moments of any value of r.

Proof: From (1.4), we have

r-1 (o

" e IFOOT T ()t (F (x)dx

C
M X (r,n,mKk) (t) = (r _1)|

and hence the result given in (2.12). Making use of (2.6) in (2.9), we establish the result given
in (2.10).

When m = -1, we have that

r

k
(r=1!

Mx (r.n, 1) (1) = [, e IF 001" £ (9[- log (F ()] dx
and hence the result given in (2.11). Making use of (2.7) in (2.11), we establish the result
given in (2.12).
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Special cases
i) Putting m=0, k=1 in (2.10), the explicit formula for marginal moment generating
function of order statistics from the extended type Il generalized logistic distribution can be
obtained as
r-1 r-1
My, ()=aCpy Y (-1)" y Bla(n—r+1+u), t+1),
' u=0
where
n!
Con="r——1-
(r=DI(n-nr)
ii) Setting k=1 in (2.12), we get the explicit expression for marginal moment generating
function of upper k record values from extended type Il generalized logistic distribution can
be obtained as
N
Mx(r,n,—lll)(t)zqu(r) (t):a (—1) —r_lB(a—t,t-f-l), t=0.
o(a —t)
A recurrence relation for marginal moment generating function for gos from df (1.2) can

be obtained in the following theorem.

Thearem 2:2:amFor the distribution.given i (1.1) and for 2<r<n, n>2 andeke=1,2...

1
(1_a_ﬂJM§(J()rnmk)(t)_ X(r lnmk)(t)Jr Mg(J(r)nmk)(t)

1 ; ~
+a—7r{tM §<J()r,n,m ot=D+jM Xj(rlnmk)(t 1} (2.13)

Proof: From (1.4), we have

r-1 00

W etX[F (x)]7/f_1 f()gm (F(x))dx (2.14)

IVIX(rnmk)()—

Integrating by parts treating [F (x)]” r_lf(x) for integration and rest of the integrand for
differentiation, we get

M (et O = Mx-anmig O+ =0 [ e F OOV 0 (F 00

the constant of integration vanishes since the integral considered in (2.14) is a definite

integral. On using (2.1), we obtain
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qu,n,m,k)(t)=MX(r_l,n,m,k)(tn%{[ e [FOOT™ 100 gty L (F (0)dx

[ eERP (0 gl L F )Y

t
=My (r-1nmk) t) +_a7/ {M X (r,n,mk) t+M X (r,n,mk) t-1}. (219)
r
Differentiating both the sides of (2.15) j times with respect to t, we get

Iv|§(]()rnmk)(t) IVIX()r 1nmk)(t)+ I\/Ig(J()rnmk)(t)

VIO t 1
a Mg(J(r)”mk)(t)+ §<() nmk)(t 1)+_M§<J(r)nmk)(t_1)'
Vr ayy

The recurrence relation in equation (2.13) is derived simply by rewriting the above equation.
By differentiating both sides of equation (2.13) with respect to t and then setting t =0, we

obtain the recurrence relations for moments of gos from extended type 11 generalized logistic

distribution in the form
E[X I (ranamy k)] = E[X | (F=dsngm, k)]

+ L{E[X j_1(r, n,m, K]+ E[¢(X (r,n,m, K)]} (2.16)
ayy

where

Bx) = x e

Remark 2.1: Putting m=0, k=1 in (2.13) and (2.16), we can get the relations for
marginal moment generating function of order statistics for extended type Il generalized

logistic distribution in the form

t )y pm D j (j-1)
I-——— My’ ()=M )+————M t
( a(n—r+1)J Xr:n() xr—];n()+a(n_r+1) Xrn ()

1

(1) g (-0
—{tM t-1 M t-1
+(Z(n—l’+1){ Xm( )+J Xt ( )}

and
E[X dy]= E[X ), ]+ a(n%r){E[x L E[(X )}
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Remark 2.2: Setting m=-1 and k>1, in (2.13) and (2.16), relations for record values

can be obtained as

t () 4y (D) b\ G-D
(1—JJMZ§M (t)—Mzr(g(t)+&MZ$k) (t)

1 ) o (i)
+E{tMZ§k) (t_1)+JMz§k) t-1}

and
ELz&)I1=erz®) i1+ a—L{E[(Z#”) I E[(Z )T}
for k =1

DX 1= EIX ]+ LEX ST+ O )T

3. Relations for joint moment generating function

Before coming to the main results we shall prove the following Lemmas.

Lemma 3.1For the extended type Il generalized logistic distribution as given in (1.1) and
non-negative integers a, b and c

i U0

| (@0/Cy=mam)’

B(a(a+c+2 —t —th, t; +1)n 3.1
2 plic+ 1+ (p—tp)/a] (a(a+c+2up—t; —ty, t +1) (1)

where

I(a,b,c) = [ [V Y [F ()] f ()N (F(¥)) — hen (FCDIPIF (0]° f (y)ydx.  (3.2)

Proof:  From (3.2), we have

1(,0,¢) = [*_[* e Y [F(x)]* f (Q[F ()I° f (y)dydx
= [7 e [FOOI? f ()G (x)dx, (33)
where
G(x) = ["e?V[F(y)]° f (y)dy. (3.4)
By setting z =[F (y)]'* in (3.4) we get

E(y\1L/ @
G (X) — aIgF (] (1_ Z)tz za(c+1)—t2—ldz

_ i (1_V)(p)[lf(x)]c+l+(p—t2)/a

, v=ty+1 (See Pearson [13]).
=0 PIc+1+(p-t2)/a]
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On substituting the above expression of G (x) in (3.3), we find that

I1(a,0,c) = i (1_V)(p)

plX a+c+l+(p-ty)/a
2 oo ir(p-tp)ia]»S 1 2 1 (0dx (35)

Again by setting w= [I?(x)]l/“ in (3.5) and simplifying the resulting expression, we derive

the relation given in (3.1).

Lemma3.2: Let I(a,b,c)be as given in (3.2) where a>0, b>0 and ¢ >0 are integers.

If m=-1
1 b (b
I(a,b,c) = 5 > (-1 [ jl(a+(b—v)(m +1),0,c +v(m+1)) (3.6)
(m+1) v=0 v
€=v)p)
(m+1) pzo\,zb( )(j pllc+v(im+1)+1+(p-ty)/ ]
xBla(a+c+(M+1)b+2)+ p—t; —ty, t; +1) (3.7)
if m=-1
o o b b aa+b+1ap(u)(1—¢)(q) pa+b-u
I(a,b.C)—pzog {j m e A (@ ) ha] A B(v,t+1), (3.8)

where v=a(C+1)+q—-t, —t; and g = p+u+t, +1.

Proof: When m = -1, we have

[hn (F(Y)) = hn (F 1P =

S[(FO0)™ = (F(y)™™1°

(m+1)

Z( 1) ( j[ﬁ(y)]“’"“)[ﬁ(x)]‘b‘”(m*”.

(m +1)
Now substituting for [hy, (F(y)) —hp, (F(x))]b in equation (3.2), we get

I(a,b,c) =

1 b
5 g( 1) ( Jl(a+(b v)(m+1),0,c +v(m+1)).

(m+1) v

Making use of the Lemma 3.1, we established the result given in (3.7).

When m = -1, we have
I(a,b,c)=[" e™[-logF(x)]? i ;I( )dx (3.9)
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where

1(x) = [*e'2Y [log(F (x)) — log(F (Y)I°[F ()I° f (y)dy
= éo[zjnog(ﬁ(x»]b—“ [ e"Y [~ log(F (y)"[F (1)I° f (y)dy
by setting w =[F (x)]"/* we get
0= “u+1éo[3jtlog<f(x))]b‘” JEOF (4 gyt - tog 71! 2Dty

On using the logarithmic expansion

. 0 p I 0 .
[-log@—1)]' =(Zt—J = Yap(it'P k1,

p=1 p=0

0

|
. p
where «a (i) is the coefficient of t'*P in the expansion of {Zt—} (Balakrishnan and

p-1 P

Cohen [5], Shawky and Bakoban [18]), integrating the resulting expression we get

RN AN SO T (1 C0) M
N B qugougo(u}p(”) qlow 1+ @ )] Lo OO

On substituting the above expression of, | (X) in (3.9), we find that

Ny -9
& he) pz=:0q§0 ugo(ujapm) qlc+1+(q-ty)/a]
x [ eW[~log F (x)]***~! [E 01 (@) @)1 £ ()dx

Again by setting w = [F (x)]*'¢

the relation given in (3.8).

in (3.10) and simplifying the resulting expression, we derive

Theorem 3.1 For extended type Il generalized logistic distribution as given in (1.1) and for

1<r<s<n, k=12,... If m=-1,

CS—l r-1 u(r—l}
-1)
(r-Di(s—r-'m+1)"* i u

M X (r,n,m,k),X(s,n,mKk) (tlitz) =

xI(m+(mM+u,s—r-1,y5-1)

_ aCq 4 o oo r-1s-r-1 y u+v(r_]j(5_r_]_
(r=Di(s—r-1Ym+1)°2 EOEOUZO Eo D u v
@-v)(p)

X B(Ol]/ _ +p—t1—t2,tl+1),
Plys_y +(p-ty)/a] = "
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if m=-1

kS
M x (r,n,-1k),X (s,n,-1k) (t1, t2) = (rDi(s ) I(r-1s-r-1k-1) (3.13)
B LM Sl e —1(_1)r_1(s—r—1jap(U>(1—¢)(q>
(r=Dis—r-D! 5 Zoq-0 u=0 u [ok +q-t5]
as—Z—u
XaST_uB(ak-l-q—tz—tl,tl-i-l]. (3.14)
14

Proof  From (1.3), we have

C 00 00y X+ = m
MX(r,n,m,k),X(S,n,m,k)(tl,tz)=(r_l)!(ss—ir_l)! [ 17 e Y IFOO1™ £(x)
x I (F 00) [ (F(¥)) = i (F CONIS™ 2 F ()15 £ (y)dydx. (3.15)

On expanding g,ﬁ{l(F(x)) binomially in (3.15) and simplifying the resulting expression, we
have the result given in (3.11). Making use of (3.7) in (3.11), we establish the relation given
in (3.12).

When m =-1, we have that

ks o0 o0 f—d —_
M x (rin-1k), X (s.n,-1.k) 1, 12) = (r—l)'(S—r-l)'I_wIX e Y [~ log F ()] *

= = e 4 f(x
<[og(F () - ag(F OO HF (NI £ 1 ().
Making use of (3.8) in (3.13), we establish the relation given in (3.14).

Special cases

i) Putting m=0, k=1 in (3.12), the explicit formula for joint moment generating function

of order statistics for the extended type Il generalized logistic distribution can be obtained as

o oo r-1s-r-1 _1 !
MX o Xgp (tt2) =@ Crsn 2 2 )y (_1)U+V(r J(s r J

\Y

L=V

B - 1 -t —ty, t1 +1),
Xp![(n—s+1+v)+(p—t2)/a] (a(n=-r+lru)+p-t -tz by +1)

where

c B n!
rsn = (r=D(s—r-DlI(n-s)! .
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ii) Setting k =1 in (3.14), we deduce the explicit expression for joint moment generating
function of upper record value for extended type Il generalized logistic distribution (3.8) in

the form

S

© o S—r-1 o1

r=Dis—-r-D! Zoq=0 u=0 u

Xap(u)(1_¢)(q) ps~2u
[@+q-t] gys—27U

B((Z+q—t2 —tl, tl +1) .

Making use of (2.1), we can derive the recurrence relations for joint moment generating
function of gos from (1.5).

Theorem 3.2:  For the distribution given in (1.1) and for 1<r<s<n, n>2 and
k=12,...

ty i i
(1_a_7/SJM g(I(Jr),n,m,k),X(s,n,m,k) (tlltZ) =M §<I(Jr),n,m,k),x (s-1,n,m,k) (tl,t2)

VIR 1 (i.})
+——M (t1.t2) +——{toM (t1.t2 -1)
ays X (r,n,mk),X (s,n,mk) ays X (r,n,m,k), X (s,n,m,k)
+ M gé‘(]rjr%),m,k),X(s,n,m,k) (t, t = DJ (3.16)

Proof:  Using (1.5), the joint moment generating function of X (r,n,m,k) and X(s,n,m,k)

iS given by
M X (r,n,mKk), X (s,n,m,k) (tlvtz)

Cs—1

~ D10 [ IFOOI™ £ (g m - (FOO) (x)dx 3.17)

where

1) = [ [hyy (F () = i (F OIS F ()P £ (y)dy

Solving the integral in 1(x) by parts and substituting the resulting expression in (3.17), we get

M X (r,n,mKk),X(s,n,mk) (tlvtz) =M X (r,n,mKk),X (s=1,n,mKk) (tlvtz)

n tZCs—l
ys(r=Di(s—r

i e IR G £ 0 (F0)

x [y (F () = ey (F 0O)* I ()17 dyelx,
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the constant of integration vanishes since the integral in 1(x) is a definite integral. On using

the relation (2.1), we obtain
M X (r,n,m,k),X(s,n,m,k) (tlvtz) =M X (r,n,mKk),X (s=1,n,m,k) (tlvtz)

t
+j{M X (r,n,mk),X (s,n,mk) (ty,t2)+M X (r,n,mk),X (s,n,mKk) (t.to -1} (3.18)
s

Differentiating both the sides of (3.18) i times with respect to t; and then j times with
respect to t,, we get

M §<I'(Jr),n,m,k),x (s,n,m,k) (t,t2) =M §<I‘(Jr),n,m,k),x (s—=1,n,m k) (t1,t2)

2\ ) i)
+a75 M I(Jrnmk)X(snmk)(tl t2)+7MXI(Jrnmk)X(snmk)(tlytZ)

2 ] -1
aySMg(l(Jrnmk)X(snmk)(tl tp 1) +—— ays I\/Ig(l(Jrn)mk)X(snmk)(tl’tz_1)’

which, when rewritten gives the recurrence relation in (3.16).
One can also note that Theorem 2.1 can be deduced from Theorem 3.1 by letting t; tends to
zero.

By differentiating both sides| of equation (3.16) with respect t0 t;,to and then setting

t; =t, =0, we obtain the recurrence relations for product moments of gos from extended

type Il generalized logistic distribution in the form
E[X (r,n,m k)X 3 (s,n,m k)] = E[X ) (r,n,m k)X ' (s =1,n,m, k)]
+%{E[X Lern,m )X 7 (s, n,m, k)] + E[@(X (r,n,m k) X (s,n,m,K)]}  (3.19)
s
where
p(x,y)=x'yl eV

Remark 3.1:  Putting m=0, k=1 in (3.16) and (3.19), we obtain the recurrence relations
for joint moment generating function and moments of order statistics for extended type Il

generalized logistic distribution as

t ) i) j (i,j-1)
1-——=—— M t,to)=M t,t — M t,t
( a(n—s+1)j Xr,srn(1 2) Xr,S—l:n(1 2)-'-oz(n—s+l) Xrsn (.t2)

1

+—— MU @t -+ jMET Dt 1, -1
a(n—s+1){2 Xr,s:n(l 2 ) J Xr.sn (1 2 )}
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and

Ex 81 =Erx 00, 1+ —— X (D T+ Ef(X ]

rs=Int " g(n—s+1)

Remark 3.2:  Substituting m=-1 and k>1, in (3.16) and (3.19), we get recurrence

relation for joint moment generating function and product moments of upper k record values

for extended type Il generalized logistic distribution.
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