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The concept of system signature is widely used for comparing of mixed (coherent) systems. In practical situa-
tions, it is usually impossible to compare mixed systems. To do this, some partial orders are considered in the
literature. In this paper, we define a new concept of stochastic order for comparing mixed systems based on
mean vitality function. We assume that component lifetimes of competing systems are independent and iden-
tically distributed (iid) with a common distribution function. The obtained results are extended for comparing
systems in which the component lifetimes are iid while the common component lifetime distributions are not
identical. Some illustrative examples are also given.
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1. Introduction

In engineering reliability, mean residual lifetime (MRL) of distribution is widely used in applica-
tions. This function measures the expected lifetime of an individual given that its survived up time
t. More precisely, let X be a random lifetime with cumulative distribution function (cdf) F with a
finite moment. The MRL is defined as

m(t) = E(X − t|X > t) =
∫ ∞

t F̄(x)
F̄(t)

dx, (1.1)

where F̄(t) = 1−F(t) is the survival (reliability) function. If the cdf F has the probability density
function (pdf) f , then

m(t) = v(t)− t, (1.2)
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where v(t) = E(X |X > t) =
∫ ∞

t x f (x)
F̄(t) dx is called vitality function (VF) or life expectancy; see, Kupka

and Loo [10]. The functions VF and MRL play an important role in engineering reliability, biomed-
ical sciences and survival analyzes; see Kotz and Shanbhag [9], Murari and Sujit [11], Ruiz and
Navarro [17], Bairamov et al. [2] and the references therein. The notion of entropy as a measure of
uncertainty, introduced by Shannon [21], has a fundamental importance in a wide variety areas such
as probability and statistics, financial analyses, engineering and information theory; see e.g. Cover
and Thomas [7]. For a continuous random variable X with the pdf f , the entropy of X is defined as

H(X) :=−
∫ ∞

0
f (x) log f (x)dx. (1.3)

Throughout this paper ” log” stands for the natural logarithm. Recently, Rao et al. [15] introduced a
new measure of information, called cumulative residual entropy (CRE) and used for measuring the
residual uncertainty of a random variable. Specifically, for the random variable X with the cdf F(x),
the CRE is

E (X) :=−
∫ ∞

0
F̄(x) log F̄(x)dx. (1.4)

This measure (1.4) in general is more stable than (1.3) since the distribution function is more regu-
lar and has a lot of mathematical properties. The CRE information has an applications in reliability
engineering and computer vision; see, Rao [16] for more details.

A system is said to be coherent if every component of the system be relevant and the structure
function of the system is monotone (see, e.g., Barlow and Proschan [5], p. 6). Comparison of coher-
ent systems is an important issue in engineering reliability. A special case of coherent systems is
the k-out-of-n systems, which fails upon failure of the k-th component. Several papers are given for
comparison purposes in literature such as Barlow and Proschan [5], Kochar et al. [8]. Recently, the
signature of the system, introduced by Samaniego [18], facilitates comparison of systems. Let T
denote the lifetime of a coherent system consisting of n independent and identically distributed (iid)
components with lifetimes X1, · · · ,Xn which follow the common cdf F . Samaniego [18] showed that
the reliability function of the system can be written as

F̄T (t) := P(T > t) =
n

∑
i=1

siF̄i:n(t), ∀ t > 0, (1.5)

where Xi:n (i = 1, · · · ,n) is the associated order statistics of X1, · · · ,Xn with the survival function

F̄i:n(t) =
i−1

∑
j=0

(
n
j

)
[F(t)] j[F̄(t)]n− j, 1 ≤ i ≤ n, t ≥ 0. (1.6)

From (1.5), one can see that the pdf of the lifetime T is

fT (t) =
n

∑
i=1

si fi:n(t), ∀ t > 0, (1.7)

where

fi:n(t) =
n!

(i−1)!(n− i)!
[F(t)]i−1[F̄(t)]n−i f (t), 1 ≤ i ≤ n, t ≥ 0. (1.8)
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The coefficients si in (1.5) are called the signature of the system. More precisely, the system sig-
nature is the vector s = (s1, · · · ,sn) where si = P(T = Xi:n), for 1 ≤ i ≤ n, is the probability of the
i-th failure causes the system failure. Notice that s1, · · · ,sn are nonnegative real numbers and do not
depends on the cdf F(t) and satisfy ∑n

i=1 si = 1. Boland and Samaniego [6] showed that the repre-
sentation (1.5) also holds for mixed systems which are defined as stochastic mixtures of coherent
systems. One can see that the survival function of a given mixed system is a mixture of k-out-of-n
systems with weights si; For more details see, Samaniego [19].

The CRE is particularly suitable to describe the information in problems related to ageing prop-
erties of reliability theory based on the mean residual life function. The studying of the properties of
the CRE have been discussed in the literature; See for example, Asadi and Zohrevand [1], Navarro et
al. [12], Baratpour [3] and Psarrakos and Navarro [14] and the references therein. In this paper, we
introduced a new partially ordering for comparison of mixed systems. There exists cases in which
comparisons of mixed (coherent) systems based on common partial ordering such as usual, haz-
ard rate and likelihood ratio orders are impossible; See for example Toomaj and Doostparast [22].
Hence, non-comparability of systems turns out to be a limitation in the metric. Therefore, the new
proposed order is introduced for comparison purposes in some practical cases. In the rest of this
paper, main results are derived in Section 2. First, we present some definitions which is used in
the sequel. The new concept of order is defined and used it for comparing of mixed systems based
on the concept of system signature when lifetimes of components of both systems are iid in two
identical and nonidentical cases. Some examples are also given.

2. Main results

In this section, we introduce the concept of mean vitality function (MVF) order and is used for
comparing of mixed systems based on the signature of system. First, we provide some definitions
from Shaked and Shanthikumar [20].

Definition 2.1. The random variable X ∼ F is said to be smaller than Y ∼ G in the usual stochastic
order, denoted by X ≤st Y , if F̄(t) ≤ Ḡ(t) ∀ t > 0 or equivalently F−1(u) ≤ G−1(u), 0 ≤ u ≤ 1,
where F−1(u) = sup{x : F(x)≤ u}, F̄(t) = 1−F(t) and Ḡ(t) = 1−G(t) for all t > 0.

Definition 2.2. Let X and Y be two discrete random variables with the probability mass functions

p1 = (p11, · · · , p1n) and p2 = (p21, · · · , p2n), respectively. It is said to be p1 ≤st p2 if
n

∑
j=i

p1 j ≤
n

∑
j=i

p2 j

for i = 1, · · · ,n.

Now, we define the concept of MVF order and then use it to compare of mixed systems when
component lifetimes of the system are iid. First, we need the following lemma.

Lemma 2.1. Let X ∼ F and Y ∼ G be independent random variables with means E(X) and E(Y ).
If X ≤st Y , then

E (X)+E(X)≤ E (Y )+E(Y ). (2.1)
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Proof. Since
∫ ∞

0 F̄(t) log
(

F̄(t)
Ḡ(t)

)
− (E(X)−E(Y )) ≥ 0 (Baratpour and Habibi Rad [4]), it implies

that

−
∫ ∞

0
F̄(t) log F̄(t)dt +E(X)≤−

∫ ∞

0
F̄(t) log Ḡ(t)dt +E(Y ).

By using the fact that F̄(t)≤ Ḡ(t), for t > 0, we have

−
∫ ∞

0
F̄(t) log Ḡ(t)dt +E(Y )≤−

∫ ∞

0
Ḡ(t) log Ḡ(t)dt +E(Y ),

and the desired result follows.
2

The mean lifetime of the system based on the (1.5) is

µT = E(T ) =
n

∑
i=1

siµi:n, (2.2)

where µi:n for i = 1, · · · ,n stands for the expected lifetimes of the order statistics. From Lemma 2.1,
we have

Theorem 2.1. Let T be the lifetime of the mixed system with signature s = (s1, · · · ,sn) consisting n
iid component lifetimes X1, · · · ,Xn coming from the cdf F. Then

E (X1:n)+µ1:n ≤ E (T )+µT ≤ E (Xn:n)+µn:n, (2.3)

where T1:n and Tn:n stand for the lifetimes of the series and parallel systems, respectively.

Proof. From (1.5), we have X1:n ≤st T ≤st Xn:n and hence Lemma 2.1 completes the proof. 2

Theorem 2.1 says that the sum of the CRE and the mean lifetime of any arbitrary mixed system
located between the sum of the CRE and mean lifetime of the series and parallel systems. Asadi
and Zohrevand [1] proved E (X) = E(m(X)). Therefore, from (1.2) the MVF of a random variable
X with finite mean µ = E(X) is

E(v(X)) = E(m(X))+E(X)

= E (X)+µ. (2.4)

Therefore, we have the following corollary.

Corollary 2.1. Under the conditions of Theorem 2.1, we have

E(v(X1:n))≤ E(v(T ))≤ E(v(Xn:n)). (2.5)

Corollary 2.1 says that the MVF of mixed systems are between the MVF’s of the series and par-
allel systems. Hence, Expression (2.5) motivates the comparison of mixed systems based on MVF
measure. Now, we introduce the concept of MVF order as follow:

Definition 2.3. Let X and Y be random variables with MVF’s E(v(X)) and E(v(Y )), respectively.
Then X is said to be smaller than Y in the MVF order, denoted by X ≤mv f Y , if E(v(X))≤ E(v(Y )).
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The MVF of the random variable X with the cdf and the pdf F and f , respectively, can be written as

E(v(X)) =
∫ ∞

0
f (t)

∫ ∞
t x f (x)dx

F̄(t)
dt

=
∫ ∞

0
x f (x)

∫ x

0
h(t)dtdx

= −
∫ ∞

0
x f (x) log F̄(x)dx. (2.6)

The last equality in (2.6) obtained by the fact that
∫ x

0 h(t)dt = − log F̄(x). Let T be the life-
time of the mixed system with n iid component lifetimes coming from the cdf F and signature
s. The corresponding transformations of system’s component lifetimes are iid random variables
Ui = F(Xi), i = 1, · · · ,n, which are uniformly distributed. It is known that the distribution of order
statistics Wi = F(Xi:n) is Beta(i,n− i+1) with the pdf

gi:n(w) =
Γ(i)Γ(n− i+1)

Γ(n+1)
wi−1(1−w)n−i, 0 < w < 1, (2.7)

where Γ(.) stands for the complete gamma function. Also, the pdf and the survival function of the
transformation W = F(T ) are gW (w) = ∑n

i=1 sigi:n(w) and ḠW (w) = ∑n
i=1 siḠi:n(w), respectively,

where the Jacobian of transformation for T = F−1(W ) is f (T ). From (2.6) and the earlier transfor-
mations, we have

E(v(T )) = −
∫ ∞

0
x fT (x) log F̄T (x)dx

= −
∫ 1

0
F−1(u)gW (w) log ḠW (w)dw. (2.8)

Expression (2.8) can be easily evaluated by using some mathematical packages such as MAT-
LAB and MAPLE. In the next example, we illustrate the comparison of the mixed systems using
MVF by direct evaluating of the Expression (2.8) using MAPLE software version 12.

Example 1. Let T1 and T2 be lifetimes of two mixed systems with signatures s1 = (0, 3
7 ,

4
7) and

s2 = (0, 3
8 ,

5
8), respectively, having 3 iid component lifetimes coming from the standard exponential

distribution. It is easy to verify that E(v(T1)) = 2.48 and E(v(T2)) = 2.55 and hence T1 ≤mv f T2. 2

From Lemma 2.1 and (2.4), we have the following corollary.

Corollary 2.2. Let X and Y be independent lifetime random variable. If X ≤st Y , then X ≤mv f Y .

Proposition 2.1. Let T1 and T2 be the lifetime of two mixed systems consisting of n iid component
lifetimes from the common cdf F with signatures s1 and s2, respectively. If s1 ≤st s2, then T1 ≤mv f T2.

Proof. Since s1 ≤st s2, Theorem 1.2 duo to Navarro et al. [13] implies that T1 ≤st T2 and then
Corollary 2.2 completes the proof. 2

Now suppose that the component lifetimes of both systems are different. We have the following
proposition.

Proposition 2.2. Let T1 and T2 be the lifetime of two mixed systems consisting of n iid component
lifetimes from the cdf’s F and G with signatures s1 and s2, respectively. If s1 ≤st s2 and X ≤st Y ,
then T1 ≤mv f T2.
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Proof. Since s1 ≤st s2, Proposition 2.1 implies that

E(v(T1)) = −
∫ 1

0
F−1(u) fW1(u) log F̄W1(u)du

≤ −
∫ 1

0
F−1(u) fW2(u) log F̄W2(u)du

≤ −
∫ 1

0
G−1(u) fW2(u) log F̄W2(u)du

= E(v(T2)). (2.9)

The last inequality in (2.9) is obtained from X ≤st Y . 2

Example 2. Let s1 = ( 1
4 ,

1
4 ,

1
2 ,0) and s2 = (0,0, 1

4 ,
3
4) be signatures of two systems consisting n = 4

iid components with the common cdf F . Let T1 and T2 be the corresponding lifetimes of the systems.
It is easy to verify that s1 ≤st s2. Then Proposition 2.1 implies that T1 ≤mv f T2.
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