Journal of Statistical Theory and Applications, Vol. 13, No. 2 (June 2014), 135-150

On Moment Generating Function of Generalized Order Statistics
From Extended Type Il Generalized Logistic Distribution

Devendra Kumar
Department of Statistics, Amity Institute of Applied Sciences
Amity University, Noida-201 303, India

E-mail: devendrastats@gmail.com

Received 29 November 2013
Accepted 17 April 2014

Abstract

In this paper, explicit expressions and some recurrence relations are derived for marginal and
joint moment generating functions of generalized order statistics from extended type II log-
logistic distribution. Further the results are deduced for moments of k —th record values and

ordinary order statistics.
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1 Introduction
A random variable X is said to have extended type II generalized logistic distribution if its

probability density function (pdf) is of the form

—aX
f=—2% | _wcx<w, a>0 (1.1)

(1 + e—X)a+1 ’
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and the corresponding survival function is

_ p X
FX)=————, —o<X<w, a>0 (1.2)
(1+e %)“
where
F(x)=1-F(x).

For more details on this distribution and its application one may refer to Balakrishnan and

Leung [4].

The logistic distribution plays an important role in growth curve have made it one of the
many important statistical distributions. The shape of the logistic distribution that is similar to
that of the normal distribution makes it simpler and also profitable on suitable occasions to
replace the normal by the logistic distribution with negligible errors in the respective theories.

Kamps [6] introduced and extensively studied the generalized order statistics (gos) . The

order statistics, sequential order statistics, Stigler’s order statistics, record values are special

cases of go0S . Suppose X(I,n,m,k),...,X(n,n,m,k) are n gos from an absolutely
continuous distribution function (df ) F(x) with the corresponding pdf f(x). Their joint

pdf is

n-1 n-1 m K_1
K TT7j || TTO=F &)1 f () [[1=F&x)I" f(Xp) (1.3)
j=1

i=1

for FL04)<x <Xy <...<xy >F (1), m>—1, yp =k +(N=r)(M+1)>0,

r=12,...,n—1, k>1 and n is a positive integer.

Choosing the parameters appropriately, models such as ordinary order statistics
(yi=n—-i+1; i=12,...,n, ie. m=my=...=my_; =0, k=1), k—th record values
(yi =k iie. my=my =...=m,_; =—1, ke N), sequential order statistics (yj =(n—i+1)¢;;
ay,qy,...,an >0) , order st atistics with non-integral sample size (yj =a—i+1; a>0),
Pfeifer’s record values (i = fi; Bi1.52,----Pn >0) and progressive type Il censored order

statistics (m; € N, k € N)are obtained (Kamps [6], Kamps and Cramer [7]).

The marginal pdf of r —th gos, X(r,n,m,k),is
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Moment generating function of generalized order statistics

C = . _
fx(enmig (0= IFOOT T 009 (FO0) (1.4)

and the joint pdf of X(r,n,m,k)and X(s,n,mk), 1<r<s<n,is

Cq_ = _
Fx (r.nmko. X (s.nm.k) (% Y) =W_‘r_l)![m)]m fo0gm " (F(X)
x [ (F(Y) = (FOOI T IR (), x<y, (1.5)
where

and

Im(X) =hn(X)=hu(0), xe[0,1).

Recurrence relations are interesting in their own right. They are useful in reducing the number
of operations necessary to obtain a general form for the function under consideration.
Furthermore, they are used in characterizing distributions, which in important area, permitting
the identification of population distribution from the properties of the sample.

Ahsanullah and Raq ab [1], Ragab an d Ahsanullah [14, 15] have established recurrence
relations for moment generating functions of record values from Pareto and Gumble, power

function and extreme value distributions.

Recurrence relations for marginal and joint moment generating functions of gos from power

function distribution and Erlang-truncated exponential distribution are derived by Saran and
Pandey [16] and Kulshrestha et al. [8] respectively. Saran and Pandey [17] and Kumar [10,
11, 12] have established recurrence relations for marginal and joint moment generating
functions of lower generalized order statistics from power function, generalized logistic,
Marshall-Olkin extended logistic and extended type I g eneralized logistic distribution
respectively. Al-Hussaini et al. [2, 3] have established recurrence relations for conditional and

joint moment generating functions of gos based on mixed population, respectively. Kumar

[9] have established explicit expressi ons and some recurrence relations for moment

generating function of record values from generalized logistic.
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In the present study, we establish exact expressions and some recurrence relations for

marginal and joint moment generating functions of gos from extended type II

generalized logistic distribution. Results for order statistics and record values are

deduced as special cases.

2. Relations for marginal moment generating function

Note that for extended type II generalized logistic distribution defined in (1.1)
aF(x)=(1+e ) f(x). 2.1)

The relation in (2.1) will be exploited in this paper to derive exact expressions and some

recurrence relations for the moment generating function of gos from the extended type II

generalized logistic distribution.

Let us denote the marginal moment generating functions of X (r,n,m,k)by M X (r,nmk) (0

and its j — th derivative by M g(j()r n,m.K) ®.

We shall first establish some basic results which may be helpful in proving the main result.

Lemma 2.1: For the extended type II generalized logistic distribution as given in (1.1) and

any non-negative and finite integers a and b

I(a,0)=aB(a(a+1)-t, t+1) (2.2)
where
I(a,b) = [ eX[F ()17 £ (x) gb (F () dx . 23)

Proof: From (2.3), we have

1(@,0)= [ e*[F(01* f(x)dx. (2.4)
Making the substitution z =[F(x)]' ¢, (2.4) reduces to

1(a,0) = afy(1-2) ' 27@ Dy

and hence the result given in (2.2).

Lemma 2.2: Let I(a,b) be asgiven in (2.3), where a>0 and b>0 are integers. If

m=-1

I(a,b) =

A
2 (=D , 1@+ um+1,0) 2.5)

m+1P° 4o
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Moment generating function of generalized order statistics

—— z( 1Y ( jB(a(a+(m+l)u+1)—t,t+l),t¢0, (2.6)
Tt S
if m=-1
ab
I(a,b) = (~1)P P! ——B,t+1), @2.7)
ov

where v =a(a+1)—t >0 and B(a,b), a,b >0 is the beta function.

b
Proof: On expanding gﬁ](F(x))z[ﬁ{l—(If(x))m”}} binomially in (2 .3), we get
+

when m=#-1

@)= 5 Z (-1) ( JI eX[F (01" M™ D (x) dx
(m

(m+1)b 2( ) ( jl(a+u(m+1)0)

Making use of Lemma 2.1, we establish the result given in (2.6).

When m = -1 we have that

l@a,b) =" e™[F(0)1 f(x) [~log F(x)]° dx. 2.8)
By substitution z =[F(x)]'/ %, (2.8), we get

Using the following results

o(p-1) gn
Q) [y (7 =x*) P x llogx" = P ;—n{p“B[ﬁ,%ﬂ, p.5, a,f>0
a

"B(a,b) '=l(r-1 _ e o%B(a,b
b ZE@D. z( ][w“ D) () — KD a4 oy S E20)
ob k=o\ K ob
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where B(a,b) , a,b>0 is the beta fun ction y/(k)(x) is the k— th derivative of

_dlogl'(x) _T'(x)
S odx T

v (X) X#0,—1,—2,... which is a digamma function. The result given
in (2.7) is proved, in view of result (a).
Theorem 2.1: For extended type II generalized logistic distribution as given in (1.1) and for

I1<r<n,k=12,..., m#-1

Cr—l
(r=1m!

M x (r,n,mk) () = [(yr =Lr=1) (2.9)

-1 _
= aCr rZ(—l)“ r lB(ayr_u, t+1), (2.10)
(r-Di(m+n"" % u

if m=-1

r

Mx et ® =y 1k =17 =D 2.11)
ar—l
=(ak)' )T —— _B(ak-t, t+1), (2.12)
dak—t)!

where I(y, —1,r—1), I(k—1,r—1) are as defined in (2.3). Using the result (b) recursively,

we can obtain the moments of any value of r.
Proof: From (1.4), we have

Cr_l 00

iy e R OO £ 0ogR (F 0y

M X(r,n,m,k)(t) =

and hence the result given in (2.12). Making use of (2.6) in (2.9), we establish the result given

in (2.10).

When m =-1, we have that
k r

Mx (rn-1k) (1) = T [

00

e X [F (0147 £ (0 log(F (x))] " dx

and hence the result given in (2.11). Making use of (2.7) in (2.11), we establish the result
given in (2.12).
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Special cases
i) Putting m=0, k=1 in (2.10), the ex plicit formula for marginal moment generating
function of order statistics from the extended type II generalized logistic distribution can be
obtained as
r-1 r—1
My, ()=aCpy EO(—D“( . jB(a(n —r+1+u), t+1),
where
n!

ii) Setting k=1 in (2.12), we get the explicit e xpression for marginal moment generating

Cr:n =

function of upper K record values from extended type II generalized logistic distribution can

be obtained as

————B(a-t,t+]), t=0.

_ ot el
Mx -1,y =Mx,  O=a (1) St

A recurrence relation for marginal moment generating function for gos from df (1.2) can

be obtained in the following theorem.

Theorem 2.2: For the distribution given in (1.1) and for 2<r<n, n>2 and k =1,2...

t v () I pG-n
1- M =M tH+—M )
( a?’rJ X (r,n,m,k) X(rlnmk) ay, X (r,n,m,k)

1 (i) (j-1
+a—7/r{tMX(r’n,m’k)(t—1)+jM (rnmk)(t D). (2.13)

Proof: From (1.4), we have

eX[FOor ™ f 009 (FOO)dx. (2.14)

T 1)'

Integrating by parts treating [F ()] il f(x) for integration and rest of the integrand  for
differentiation, we get

tC,
M x (rnmi) ) = M (r_inmk) (O + (—*11),1 e*[F 01" giy ' (F(x))dx,

the constant of integration vanishes since the integral considered in (2.14) is a definite

integral. On using (2.1), we obtain
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tCr

M x (rnmk) ) =M x (r—1nmk) () + e (r 1)1 {[Oo XIE))™ £ (0 gl (F(x))dx

+J‘ e(t= 1)X[|:()()]7r_l f(x)g (F(X))dx}

t
=Mxr—1nmk)®+ J MxrnmiO+Mx(rnmkE-D}. (2.15)
r
Differentiating both the sides of (2.15) | times with respect to t, we get

(i) VEQ)) (1)
M X (r,n,m,k) ®H=M X (r=1,n,m, k)(t) T M X (r,n,m k)(t)

I a G- t v (i-D
+;MX(rnmk)(t)+ ar X(nmk)(t_1)+ MX(rnmk)(t_l)'

The recurrence relation in equation (2.13) is derived simply by rewriting the above equation.
By differentiating both sides of equation (2.13) with respect to t and then setting t =0, we

obtain the recurrence relations for moments of gos from extended type II generalized logistic

distribution in the form
E[X J (r,n,m, k)] = E[X ! (r =1,n,m, k)]

+ e {E[X H(r, n,m,K)]+E[#(X(r,n,m,k))]} (2.16)

ayy

where

#(x) = xle X

Remark 2.1: Putting m=0, k=1 in (2.13) and (2.16), we can get the relations for
marginal moment generating function of order statistics for extended ty pe II g eneralized

logistic distribution in the form

t (i (i j (i-1)
-——— MY =M —a M t
[ a(n—r+1)J Xr:n() Xfflin()+a(n—r+1) Xrn ©

§)) ing (D
+ t™M t—-1)+ M t—1
a(n—r+1){ Xr:n( a Xrin (t=h}

and

X1 = EDX Ly T D! 1 B )
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Remark 2.2:  Setting m=-1 and k>1, in(2.13) and (2.16), relations for record values

can be obtained as

[I—JJM(J&)(I) M(J))(t)+ J M(J(k)l)(t)

+—{tM((k)(t 1)+jM(J(k)1)(t—1)}

and
E[z®)i1=eqz®)ii+ { E[Z ) I+ E[(Z )]}
for k =1

E[X{ )] = EIX (o I+ {[XJ(i)]+E[¢(xu<r))]}.

3. Relations for joint moment generating function
Before coming to the main results we shall prove the following Lemmas.
Lemma 3.1 For the extended type II generalized logistic distribution as given in (1.1) and

non-negative integers @, b and C

1(a,0,0)=a 3 =)p)

B(a(a+c+2)+p—-t; -1y, t; +1), 3.1
Pt 1H(p- t2)/](06( )+p-t -t 4 +1) (3.1

where

l(a,b.c) = [ ["eW Y [F ()] £ (X)[hm (F(y) — e (FODPPIF(I® f (y)dydx.  (3.2)

Proof: From (3.2), we have

1(8,0,c) = [ ["e™RY[F (01 f LR (y)]° f (y)dydx
= [~ e IF (01 £ (0G(xdx, (33)
where
G(x) = [ [F()1° f(y)dy. (3.4)
By setting z =[F (y)]"% in (3.4) we get
G =a L[)ﬁ 01" (1= 2)2 72Dt

_ . (1_V)(p)[lf(x)]c+1+(p—t2)/a
pllc+1+(p-ty)/ ]

, V=t +1 (See Pearson [13]).
p=0
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On substituting the above expression of G (X) in (3.3), we find that

et]X[E(x)]a+C+1+( p—tz)/a f(X)dX ) (3.5)

® 1-v)p ©
I(a,0,c) =
( ) pZ::O p![c+1+(p—t2)/oz]I

—00

Again by setting W= [If(x)]l/ % in (3.5) and simplifying the resulting expression, we derive

the relation given in (3.1).

Lemma3.2: Let I(a,b,c)be as given in (3.2) where a>0, b>0 and ¢ >0 are integers.

If m=-1
I(a,b,c) = B Z( 1) ( Jl(a+(b v)(m+1),0,¢ +v(m+1)) (3.6)
(m+ ) v=0
0=V (p)
(m+1) pzo\,zb( )(Jp'[c+v(m+l)+1+(p -t))/a]
xB(a(@a+c+(M+1)b+2)+ p—t; —ty, t; +1) (3.7)
if m=-1
z oz b b)a®*a,W)(1-9)q o
_ na p (9)
I(a’b’C)_qugo EO( D (uj Crlr(—t)/a] ayabu B(v,t+1), (3.8)

where v=a(C+1)+q—1t, —t; and g=p+U+t, +1.
Proof: When m# —1, we have

1

[ (F(Y) = i (FOO)° = S[(FO)™! = (Fyn™°

z( 1) ( j[ﬁ(yn“"‘“)[ﬁ(x)](b‘v)(m“).

(m+1) v=0

Now substituting for [hy, (F(y)) —hp, (F(X))]b in equation (3.2), we get

I(a,b,c)_( o z( 1) { Jl(a+(b V)(M+1),0,¢ +v(m +1)).
+1

Making use of the Lemma 3.1, we established the result given in (3.7).

When m = -1, we have

I(a,b,c) = j % [—log F (x)]2 fEX;I(x)dx (3.9)
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where
1(x) = [ Y [log(F (x)) ~ log(F (DI [F (9)I° f (y)dy
b (b _ o _ _
- zo[u][log(F(x»]b‘” [ [ logF (I IF(I° f (y)dy,
U=

by setting w =[F (X) we get

b b — = 1/a
I(X) — al,H—l Z (uj[log(l: (X))]b—u J')[(F(X)] (1 _ Z)tz [_ 10g Z]U Za(c+1)—t2—ldz
u=0

On using the logarithmic expansion

i
[~log(1-1)]' Z[ilﬂj = Zoap(i)t”p, lti<1,
p= p=

o +P

1
where (i) is the coe fficient of t*P in the expansion of [Zt—} (Balakrishnan and

p=1 P

Cohen [5], Shawky and Bakoban [18]), integrating the resulting expression we get

) v » b (b (1_¢)(q)[lf(x)]c+l+(q—t2)/a
I =a" 3 X Z( Jap(u) qc+1+(q-ty)/a]

p=0g=0 u=0\U

On substituting the above expression of | (X) in (3.9), we find that

© o b (p (1=9)q)
_ . u
(@b.¢)=a p§0q§0 ugo(uJap(U)q![CH"'(q‘t2)/0‘]

[log F(x)1°™Y.

Again by setting W =[F (X)

x [ €1 [ log F (]2 P [F (1@ /@) £ ()0x (3.10)

]1/ % in (3.10) and simplifying the resulting expression, we derive

the relation given in (3.8).

Theorem 3.1  For extended type II generalized logistic distribution as given in (1.1) and for
I<r<s<n,k=12,... If m#-1,

CS—] r-1 u r-1
M X(r,n,m,k),X(s,n,m,k)(tl9t2) = 1 (_1)
r-nDi(s—-r-DI(m+1)"" y=0 u
xIm+(m+Hu,s—r-Lys —-1) (3.11)
aCe_ o oo r-1s-r-1 r-1Ys—-r-1
_ s—1 = Z Z Z Z (_1)U+V( J[ J
(r=Di(s-r-=D!(m+1) p=0=0u=0 v=0 u v
1-v

=) Blay,_y +P—t —to, t; +1), (3.12)

x
plys_y +(P—ty)/a]
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if m=-1

kS

m'(l’—l,s—r—l,k—l) (3.13)

M x (r.n,—1k),X (s.n,-1k) (t1:12) =

R L = R
! _

S (r=DIs-r=D!' 0400 1D u [ok +q—t;]
as—Z—u

xasT_uB(ak+q—tz—tl,t1+1]. (3.14)
12

Proof  From (1.3), we have

Co_ 00 00 + =
M X(r,n,m,k),X(s,n,m,k)(tbtz) = mj—o@ jx eth tzy[F(X)]m f(X)
x g (FOMm (F(Y) = (FONI IR ()7 F (y)dydx. (3.15)

On expanding g,ﬁ{l(F(x)) binomially in (3.15) and simplifying the resulting expression, we
have the result given in (3.11). Making use of (3.7) in (3.11), we establish the relation given
in (3.12).

When m=-1, we have that

k® 0 oo + = —
M X(r,n,—l,k),X(s,n,—l,k)(tlatz) = mf_mfx el tzy[—logF(x)]r !
< log(F (x)) ~ log(E ()" [F (y)<! % £ (y)dydx.

Making use of (3.8) in (3.13), we establish the relation given in (3.14).
Special cases
i) Putting m=0, k=1 in (3.12), the explicit formula for joint moment generating function

of order statistics for the extended type 1l generalized logistic distribution can be obtained as

r-1s

® I fr-1ys—-r-1
Mx o Xon (502) =@ Cr DI 2 D
p=0g=0u=0 v=0 u v

y 1=V)(p)
pll(n=s+1+v)+(p-ty)/ ]

Bla(h—-r+1+u)+p-t; -ty, t; +1),

where

n!
(r=Di(s—=r=n!(n-s)!’

Cr,s:n =
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ii) Setting k=1 in (3.14), we ded uce the explicit expression for joint moment generating
function of upper record value for extended type Il generalized logistic distribution (3.8) in

the form

a® © » sl s—r-1
M ()= e 2 2 2 D )

ap(W(1-¢)q) %527

[a-i-q n ] 5 sTa-u B(O!+q—t2—t1,t1+1).
-2 v

Making use of (2.1), we can derive the recurrence relations for joint moment generating
function of gos from (1.5).
Theorem 3.2:  For thed istribution given in(l1.1 ) andfor 1<r<s<n, n>2 and

k=12,...

SRR )
(1 - JM X (r,n,mKk),X(s,n,m k)(t1 )= X(r m,k),X(s—l,n,m,k)(tl’t2)

ays
I i ! (i.)
+——M (t, 1) +—{tuM (t,t =D
ays X (r,n,m,k), X (s,n,m,k) ays X (r,n,m,k),X (s,n,m,k)
ing (.51
+IM i nmk). X s.nm) (Gt = Di (3.16)

Proof:  Using (1.5), the joint moment generating function of X (r,n,m,k) and X(s,n,m,k)
is given by
M X (r,n,m,k), X (s,n,m,k) (tr,t2)

Cs_

(r_l),(s l),j [FOOI™ F00gh ' (FO (0dx, (3.17)

where
1(x) = [["eW Y [h (F(y) = by (FOO)I R ()™ £ (y)dy -

Solving the integral in |(X) by parts and substituting the resulting expression in (3.17), we get

M x (r.n,mk), X (s,n,mk) (t1:82) = M x (1 nmk), X (s=1,n,m.k) (t>t2)

HCs g

0 tx+t y
TG el & RO 08 F)

x [ (F(¥)) = (FC0)I*" [F ()1 dydx,
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the constant of integration vanishes since the integral in 1(X) is a definite integral. On using

the relation (2.1), we obtain
M X (r,n,m,k),X(s,n,m,k) (tl ,t2) =M X (r,n,m,k),X (s—1,n,m,k) (tl ,tz)

t
+j{M X (r,n,m.k),X (s,n,m k) s 12) + M (e nmoko,x s.n,m k) (Tt =D} (3.18)
S

Differentiating both the sides of (3.18) i times with respect to t; and then j times with

respect to t,, we get

(,) ERVE(N))
M X (r,n,m,k),X (s,n,m k)(tl’t2) =M X(r,n,m,k),X(s—l,n,m,k)(tl’t2)
SEEVE(N)) (i,j-1)
+a;/ IVIX(rnmk)X(snmk)(tl’tZ)+ MX(rnmk)X(snmk)(tl’tZ)
t (,J) J (i,j-1)
M M nmk).x s.nmi Tt =D+ M X (r.nmk).X (s.nmk) Tt =1,
Vs ay

which, when rewritten gives the recurrence relation in (3.16).

One can also note that Theorem 2.1 can be deduced from Theorem 3.1 by letting t; tends to
Zero.

By differentiating both sides of equation (3.16) with respect to {;,I; and then setting
t; =t, =0, we obtain the recurrence relations for product moments of gos from extended

type II generalized logistic distribution in the form
E[X ' (r,n,m, k)X I (s,n,m k)] = E[X ) (r,n,m, k)X (5 =1,n,m, k)]

+—j{E[X L n,m k)X 7 (s n, m, k)] + E[@(X (r,n,m, k)X (s,n,m k)] (3.19)
ays

where

pooy)=x'yl eV,
Remark 3.1:  Putting m=0, k=1 in (3.16) and (3.19), we obtain the recurrence relations
for joint moment generating function and moments of order statistics for ex tended type II
generalized logistic distribution as

b (i.J) (i.J) j (i, j-1)
-2 MO . t,) =MD )+ —T— MUBID ¢ ¢
[ a(n—s+1)] xr,S:n(1 2) Xr,S—I:n(1 2) a(h—s+1) Xrsn (t12)

1

oM D -1 MU Dy -1
a(n—s+1){2 Xy o 22 =D+ M Pt =D}
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j

)72 (i.J)
EXERT=EX ) 2 or D

N

ELX JdD 1+ E[¢(K r gn)] -

Remark 3.2:  Substituting m=-1 and k>1, in(3.16) and (3. 19), we get recurrence
relation for joint moment generating function and product moments of upper k record values

for extended type Il generalized logistic.
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