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Abstract—The international trade volume has increased in a large 
scale in recent decades, the efficiency and effectiveness of the 
examination and approve process have been playing a more and 
more important role within it. However, the current study in this 
area is little and some studies only consider the alone agent and 
they don’t put all the related agents in the examination and 
approve process into a whole one. Therefore, in this paper we use 
the Markov chain to analyze the service level of the whole 
examination and approval process and apply the robust theory to 
compute the stability and reliability of the process in a further 
way. 

Keywords- examination and approval process; Markov chain; 
robust analysis  

I. INTRODUCTION  

The operation of examination and approval process has its 
own special characteristics, such as the requirements of high 
speed operating time and the best assignments accuracy. 
Therefore, it’s significant for us to put more efforts on the 
management and optimization of the examination and approval 
process. At the moment, the number of research on the 
examination and approval process is few, so we could only list 
some of these articles to illustrate the current research status on 
it. 

Wang,M.Z. and Zhang,J. (2009) discussed the examination 
and approval flow technology of CAPP system and they 
introduced how to use the userinfo database to realize 
examination and approval flow in CPPS. Zhao,Zhongming and 
Zha,Run (2011) have a study on the optimization of one-stop 
electronic procedures of examination and approval. In this 
paper the authors put forth an one-stop model after the 
optimization and recreation of the existing administrative 
procedures by systematic reform method. 

According to the above descriptions, most of current studies 
in examination and approval process are focused on the reform 
policies, but the analysis from the perspective of supply chain 

management is very little. So in this paper, we apply the 
thought of supply chain management to regard the examination 
and approval process as a supply chain. As we all know, the 
uncertainty is obvious in the supply chain and so is the 
examination and approval process, So in this paper we use the 
method of Markov chain to illustrate the random and 
uncertainty of the process. 

Luo, Jian-Qiang and Zhao, Yan-Ping (2010) put a research 
on the supply chain product market forecasting based on 
Markov chain. They used the method of statistical forecast 
analysis of random phenomena and built a forecast Markov 
model about the occupancy rate of market. Yin, Xiangzhou 
et.al (2010) used Markov chain to analyze the stability of 
closed-loop supply chain. They get the long-term stable 
cooperation mode in the closed-loop supply chain at the end of 
the paper.  

But what we should do to deal with the uncertainty in the 
process is an important question which has been discussed 
frequently nowadays. Robust is the quality of retaining the 
capacity of the chain when it comes across some sudden affairs. 
So we can apply the theory of robust to analyze the 
examination and approval process to ensure its stability and 
reliability of operation in the long run. 

Lou, Catherine Xiaocui et.al (2012) put forward the robust 
supply chain services system through optimization modeling. 
This research proposes a novel robust enterprise supply chain 
services framework that considers risk and financial 
management in corporations’ governance. Yan, Ni-Nal et.al 
(2010) wrote a paper called “Robust optimization of multi-
sourcing strategies in resilient supply chain”. In this paper, they 
establish a resilient supply chain system. The absolute robust 
problems, robust deviation problems and relative robust 
problems are solved respectively. Li et.al (2010) studied the 
development of a robust supply chain for dynamic operating 
environment. It discusses the development of tools and 
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concepts towards effectively managing the purchasing and 
supply chain function.  

This article is organized as follows. In Sec. 2, we describe 
the problem which appears in the examination and approval 
process. The theory of Markov chain is used in Sec. 3 to 
analyze the service capacity of the whole process. The robust 
analysis method is discussed and we use it to calculate the 
stability and reliability of the process in Sec. 4, followed by a 
conclusion in Sec. 5. 

II. PROBLEM FORMULATION 

A. The background description 

The ultimate goal of the examination and approval 
operation is to make sure the goods can go into and out of the 
border smoothly with the least time and the highest accuracy. 
But at the same time, we must consider that there are many 
uncertainty factors which exist in the process. For instance, the 
operation time at each node in the chain is various and 
uncertain. Besides, the strategies which every agent will choose 
are different with each other either. All of these elements may 
influence the process operation which in turn leads to the 
uncertainty in the chain. 

Therefore, the task for us is to analyze the stability of the 
process which could be shown by the service capacity and level 
under the uncertain environment. In a further way, we must 
consider what should we do to ensure the normal operation if 
the uncertain affairs appear in the process. That is to say, we 
should also analyze the reliability of the chain and to take 
effective measures. 

B. The process model 

The examination and approval process is conducted by 
different agents, such as the consignor, the involved 
governments like agriculture and health ministry, the bureau of 
inspection and quarantine, the custom and so on. The three 
echelon of process design model is proposed in this paper 
which is contained by four agents, the consignor, the health 
ministry, the inspection and quarantine bureau and the custom.  

So according to the above discussion, we construct the 
examination and approval process model and we can see it 
from figure1. 

 
FIGURE I.  THE MODEL OF THE EXAMINATION AND APPROVAL 

PROCESS 

C. The theory usability 

1)  Assumptions in the process model  

There are many assumption conditions in the process 
model and we can list them as follows: 

①The choosing principle of every node is that it must be 
the best choice in the whole examination and approval process 
not in the single point. 

② Choosing various strategies can lead to different 
probabilities in the operation time. 

③The k-th node’s strategy depends on the previous k-1 
nodes’ strategies and it has no connection with other nodes’ 
strategies. 

④T is a random variable and it confers to the dispersed 
distribution. 

According to all the assumptions above, it meets all the 
requirements and characteristics of the Markov chain, so we 
can use the theory of Markov chain to make a deeper analysis 
in the following section 3. 

III. THE SERVICE CAPACITY ANALYSIS BASED ON MARKOV 

CHAIN  

A. The analysis steps in the process model 
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Step three: Through a series of this kind of computes, we 
can get the probability distribution of the examination and 

approval process on the operation time  )(),...,( )()1( w
NN CPCP . 
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And the expectation value of the whole operation time 
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B. The service capacity analysis of the process model 

1) The strategies used in the process model  

Now, we can make the following table to describe the 
strategies which the agents could choose during the process. In 
the table, we can learn the information such as the time that has 
been spent in themselves, the alternative strategies for agents to 
choose and the corresponding probabilities. We can see it from 
Table.1. 

TABLE I.  THE TABLE OF THE STRATEGIES IN THE PROCESS UNDER 

THE WHOLE CHAIN 

node A B C 
The days has spent 

when it gets the 
node 

0 1  2 1   2    3  4  5 

The choosing 
strategies of every 

agent 

① ②  ③ ④  ⑤    ⑥ ⑦  ⑧ 

The days has spent 
in this code 

1 2 2 3  2 3 3 4  3 4   3 4 3 4 3 4

Probability 
distribution 

0.4  0.6 0.7 0.3   0.4 
0.6 

0.4 0.6  0.3 
0.7    

0.7 0.3  0.6 0.4  
0.5 0.5 

 D 

4      5      6      7      8       9  
⑨     ⑩      ○11       ⑫      ⑬      ⑭ 

1 2   1 2    1 2     1 2     1 2    1 2  
0.3 0.7     0.4 0.6      0.2 0.8     0.5 0.5     0.7 0.3     0.6 0.4 

Notes: The number ①③⑧○12 is the best strategy for every 

agent in the process. 

We must point out that the node C faces two different types 
of operation situations. That is to say, if A needn’t to receive 
the inspection from B, then the time where gets to C is one or 
two days and the probability of this situation is 0.3. But on the 
other hand, if A must accept the B’s inspection, then the time 
where gets to C is three, four or five and the probability is 0.7. 

2) The computation test of the process model 

We can consider the node A, B, C, D as the members to 
make up a main chain, which can be known as the examination 
and approval process. We will analyze it by the echelons in the 
chain. 

a) The strategy choice from the whole process 
perspective 

The total time in the node A is  2,11 C , the probability 

is 6.0,4.0 ; The total time to get B is  5,4,32 C , the probability 
is  36.0,36.0,28.0 . 

The computation procedure is as follows: the probability of 
3 days is 28.07.04.0  , the probability of 4 days is 

36.04.06.03.04.0  , the probability of 5 days is 
36.06.06.0  . 

The situation of C is a little complex, the whole potential 

time of C is  9,8,7,6,5,43 C  and the probability 

is 126.0,2268.0,21.0,2632.0,126.0,048.0 . We only take the days of 
5 and 6 as examples to illustrate the computation procedure. 

5days: 126.0)3.06.06.04.0(3.0  ; 
6days: 2632.07.028.07.07.06.03.0  . 

The total time in the node D is  11,10,9,8,7,6,54 C and the 
probability is 
 0504.0,14364.0,26376.0,31556.0,12824.0,084.0,0144.0 . 

Until now, we can achieve the service capacity of the 
process if the time which has been spent of 7, 8 or 9 days. The 
compute procedure is 70756.026376.031556.012824.0  . 
And the service level can be said at 70.756%. 

b) The strategy choice from the single node perspective 

At this situation, the nodes in the process will choose 
strategies from their own point of view rather than consider the 
whole chain.  

So now we will compute the service level under the strategy 
of �①③⑧ . And we may remade the table of the strategies 
used in the process at Table2. 

TABLE II.  THE TABLE OF THE STRATEGIES IN THE PROCESS UNDER 

IN THE SINGLE NODE 

node A B C D 
The days has spent when it gets 

the node 
0 1  2 3  4  5 6  7  8  

9  
The choosing strategies of every 

agent 
① ③    ⑧     ○12   

The days has spent in this code 1 2 2  3   3  4    1  2  
Probability distribution 0.4  

4   0.6 
  0.4  
0.6 

  0.5  
0.5 

    0.5  
0.5        

The time in the last step is  11,10,9,8,7'
4 C and the probability 

is 09.0,3.0,37.0,2.0,04.0 . 

So the service level at 7, 8 or 9 days is 61.037.02.004.0  , 
that is to say the service capacity is at 61%. When we compare 
this number to the above result of 70.756%, we may discover 
some conclusions which will be summed up in the next part. 

IV. THE ROBUSTNESS ANALYSIS IN THE PROCESS  

A. The base data and numerical testing  

The base case is constructed, which is shown in the 
following figure2.In this figure, the first number in the bracket 
means the robustness of the node or line and the second 
number means the time has been spent in this node or line. 

 
FIGURE II.  THE DATA OF ROBUSTNESS IN THE 

EXAMINATION AND APPROVAL PROCESS 
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Now, we can use the above method and formulation 
 (1) to compute the robustness of the process. 
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B.  The analysis of robustness in the process 

Due to the uncertainty in the examination and approval 
process will appear at any time, so we must analyze the process 
when it comes across the outburst events. 

1)  The various service capacities in node A\C\D 

TABLE III.  THE TABLE OF THE ROBUSTNESS OF A\C\D IN VARIOUS 

SERVICE CAPACITIES 

Service 
capacity in 

various nodes 

Robustness 
of transfer 

lines 

Time radio of 
meeting 
demands  

R 

10% 0.0030464 0.516129032 0.001572 
20% 0.0060928 0.516129032 0.003145 
30% 0.0091392 0.516129032 0.004717 
40% 0.0121856 0.516129032 0.006289 
50% 0.015232 0.516129032 0.007862 
60% 0.0182784 0.516129032 0.009434
70% 0.0213248 0.516129032 0.011006 
80% 0.0243712 0.516129032 0.012579 
90% 0.0274176 0.516129032 0.014151 
100% 0.030464 0.516129032 0.015723 

From table3, we can learn that robustness of the process 
will increase with the increase of the service capacity. 

2) The various service capacities in node A\C\D 

TABLE IV.  THE TABLE OF THE ROBUSTNESS OF B IN VARIOUS 

SERVICE CAPACITIES 

service 
capacity in 
various nodes 

Robustness  
of transfer 
lines 

Time radio of 
meeting 
demands  

R 

10% 0.0232064 0.516129032 0.011977 
20% 0.0240128 0.516129032 0.012394 
30% 0.0248192 0.516129032 0.01281 
40% 0.0256256 0.516129032 0.013226 
50% 0.026432 0.516129032 0.013642 
60% 0.0272384 0.516129032 0.014059 
70% 0.0280448 0.516129032 0.014475 
80% 0.0288512 0.516129032 0.014891 
90% 0.0296576 0.516129032 0.015307 

100% 0.030464 0.516129032 0.015723 
From table4, we can also learn that robustness of the 

process will increase with the increase of the service capacity. 

3) The various service capacities in node A\C\D and B 

We can compare the robustness of node A\C\D with B 
under different service capacities and we can see it from the 
figure3. 

From the figure3, we can learn that the speed of robustness 
increase in node A\C\D is much faster than in B and the line of 
node B is always on ahead of A\C\D. That is to say, the 

robustness of node B makes up most part in the whole process 
and it plays an important role in the operation procedure. 

 
FIGURE III.  THE ROBUSTNESS OF A\C\D AND B IN THE PROCESS 

V. CONCLUSION  

In this paper, we apply two main theories to analyze the 
examination and approval process, they are the Markov chain 
and Robustness. 

Firstly, we use the method of Markov chain to compute the 
service capacity of the whole chain and we compare it with the 
best strategy choose in single node. So we get the conclusion 
that the service level by considering the whole chain is higher 
than by thinking the single point. 

Secondly, we use the robustness to compute the reliability 
of the process. According to the results, we may know that the 
robustness of the whole chain depends largely on the node B, 
so we can pay more attention on the node B to achieve the best 
performance in the examination and approval process. 
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