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Abstract 

In todays advanced technology environment, we come across a number of research areas that require extensive data 
processing. These areas include but not limited to, modeling and simulation of accuracy, safety and reliability of 
nuclear weapons, global warming, weather forecasting, DNA computing, nanotechnology, immune cell system, 
optical computing. Since we constantly continue to explore new avenues in our research program, hence the 
demand for improvements in other scientific and engineering parameters are continuously on the rise. These 
scientific and engineering requirements include but not limited to speed, reliability, fault tolerance, availability, 
compatibility, scalability, flexibility, cost to name a few. In todays environment, utilisation of parallel processing 
not only satisfies increasing demand for extensive data processing, yet it relatively fulfils deficiencies that one 
would experience in these scientific and engineering requirements. To this effect the authors have introduced 
architectures based on Master-Slave Multi-Super-Hypercube DX-Tree architecture and Master-Slave Multi-Super-
Hypercube Star Ring Architecture. For these architectures and the current message passing architectures, the total 
system costs are developed and through mathematical modeling and simulation are compared. In this comparison 
the merit and demerits of these architectures from the cost point of view are highlighted to enable the user to select 
an appropriate Message-Passing architecture which would best satisfy ones scientific requirements. 

Keywords: Master slave, DX-Tree, Star-ring, Message passing architectures, parallel processing, Super hypercube. 

1. Introduction 

The need for achieving higher processing power to 
satisfy extensive data processing requirement as well as 
the advancement of semi-conductor technology, 
together with the software development and its 
contemporary applications, have resulted in the rapid 
development of the high performance computing. 
Evidently these technological achievements have had 
direct impact on improving criteria such as speed, 

reliability, fault tolerance and cost in general. One of the 
integral and critical aspects of the performance 
evaluation of any new parallel processing architecture is 
the cost analysis. With the budgetary constraints that we 
are currently facing, a proper cost analysis would 
determine as whether or not a new model is cost-
effective and hence would it meet our scientific 
expectations? 
Bearing this motivation in mind the authors have 
compared the cost analysis of two models which are 
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coined as Master-Slave Multi-Super Hypercube DX-
Tree ((MS)2HDX - Tree) and Master-Slave 
Multi-Super-Hypercube Star-Ring ((MS)2HS - R) 
architectures. Moreover the total system cost analysis 
for these two architectures together with the current 
message passing architectures are computed and 
analysed for comparison purposes. 

2. MIMD Architectures 

Multiple-instruction multiple-data (MIMD) stream 
parallel architectures are classified into two categories. 
The first category is known as shared memory 
organization where the second category is known as 
message passing organization. In the former scenario, 
processors communicate by reading and writing 
locations in a shared memory that is equally accessible 
by all processors. However, the latter case deals with 
the situation where each processor has its own memory 
attached to the processor [1]. Implementation of the 
message passing architectures will to some extent 
reduce the memory contention that normally exists in 
the shared memory architectures. Among the most 
common message passing architecture, one can include 
Torus, Binary Tree and Hypercube. However, X-Tree 
architecture is a derivative of Tree architecture which is 
configured by connecting rings at each Tree level. In 
this architecture, by providing alternate routes along 
each Tree level, message density can more evenly be 
distributed which leads to enhanced performance. In 
order to complete the modeling and system simulation 
of a message passing architecture, one needs to consider 
the major network performance metrics. As reported in 
[2], these network performance metrics can be defined 
as: 
 Number of nodes (NN): the accessible processing 

elements within the architecture. 
 Number of links (NL): the number of edges (links or 

channels) connected to a node. 
 Diameter (R): is identified as the longest path 

between any two nodes. 
Note that for the diameter calculation, it was 
assumed that in Super-Hypercube, two indirect 
nodes communicate through a Router. 

 Normalised System Cost (KSTN): the ratio of total 
system cost in units of processor cost divided by 
total number of nodes. 

 
However, many authors have to some extent 

considered more general and interrelated parameters 
that would complement the above parameters and fulfill 
the performance evaluation requirements. These include 
hardware system, architecture schemes, operating 
system, language, program and algorithm [3], [4] which 

the authors believe, can be considered as further work in 
this area. 

3. Cost Utilization Analysis 

The cost of a multiprocessor system is a critical factor in 
determining its feasibility for a given application. In the 
context of multiprocessor systems, cost is a difficult 
parameter to define, especially given that component 
costs are highly dependent on economic conditions. 
This section creates a standard framework for relative 
cost comparison between different message-passing 
architectures based on normalized component costs. 

4. Cost Metrics 

As reported in [5], the overall total system cost 
(OTS)c is dominated by the total node-related cost 
(TNR)c and the total communication-link cost (TCL)c 
which leads to: 
 
 ሺܱܶܵሻ஼ 	ൌ 	 ሺܴܶܰሻ஼ 	൅	ሺܶܮܥሻ஼       (1) 
 
On the other hand, the total node-related cost (TNR)C is 
the product of the unit node cost (UN)C and the number 
of nodes (NN) that is; 
 
ሺܴܶܰሻ஼ 	ൌ 	 ሺܷܰሻ஼ 	ൈ	 ேܰ  (2) 
 
Nevertheless, as a general rule, we assume that each 
processing node consists of CPU, memory modules and 
I/O interfacing ports that provide connections between 
different functional units in the overall system 
configuration. The total communication-link cost 
(TCL)C is the product of the unit link cost (UL)C and the 
number of links (NL), 
 
ሺܶܮܥሻ஼ 	ൌ 	 ሺܷܮሻ஼ 	ൈ 	 ௅ܰ   (3) 
 
We assume that each link consists of some form of 
interconnection capability that facilitates joining nodes 
and receiver/transmitter pairs at the ends of each link in 
order to furnish any required signal conditioning. To 
this end we summarize the total system cost (OTS)C as 
being: 
 
ሺܱܶܵሻ஼ 	ൌ 	 ሺܷܰሻ஼ 	ൈ	 ேܰ ൅ ሺܷܮሻ஼ 	ൈ ௅ܰ       (4) 
 
However, a far more difficult task for the multi-
processor system designer is to justify the suitability of 
a network over a range of component costs. In order to 
provide a meaningful tool for this justification, one can 
refine the issue by introducing a term called normalized 
overall total system cost function (OTS)C[6]. We take 
(UN)C as the base cost, because it is a constant from a 
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